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Editorial

It is common knowledge that topography is a base of a landscape and one of the 

main factors in its development. Relief influences the migration and accumulation of 

substances moved by gravity along the land surface and in the soil, some climatic 

and meteorological characteristics, hydrological and soil processes, and properties 

of the vegetation cover. Resulting from the interaction of endogenous and 

exogenous geophysical processes of different spatial and temporal scales, 

topography carries information on both surface processes and geological features. 

Digital terrain modelling is a system of quantitative methods to analyse and model 

topographic surface and relationships between relief and other landscape 

components. Digital terrain modelling had its origin in photogrammetry (Rosenberg, 

1955; Spooner et al., 1957; Miller and Leflamme, 1958). In the last 50 years, great 

progress has been made in developing methods, algorithms, and software for digital 

terrain analysis, and in investigating relationships between topography and other 

environmental components. Nowadays digital terrain modelling is a scientific area 

based on ideas and approaches of geodesy, photogrammetry, geoinformatics, 

theory of signal and image processing, differential geometry, and other fields of 

science and technology. Digital terrain modelling is widely used to solve problems of 

geomorphology, geology, soil science, hydrology, glaciology, planetology, and other 

geosciences (Moore et al. 1991; Florinsky, 1998; Pike, 2002; Li et al., 2005). 

This special issue presents a series of six papers dealing with various aspects of 

digital terrain modelling. Linnik et al. describe a study of regularities in the spatial 

distribution of the soil contamination by the Chernobyl-derived radiocaesium. Using 

techniques of in situ radiometry, geostatistics, generalised additive modelling, and 

digital terrain modelling, these authors clarifies a complicated spatial structure of 
137Cs patterns in geochemically connected parts of the landscape. A feature of this 

investigation is its detailed scale: the radiometric survey was carried out with the 

resolution down to two meters. This work tangibly amplifies our knowledge about the 

behaviour of this critical pollutant in landscapes. 
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Conventional soil mapping includes delineation of soil patterns marked by some 

degree of homogeneity. In this process, a pedologist tries to consider an integral 

influence of soil formation factors including topography. This is a rather subjective 

procedure wherein a professional experience and intuition play an important part. 

Recently, several schemes of digital soil mapping have been proposed. Some of 

them include elements of digital terrain modelling. A question arises: what is the best 

combination of quantitative topographic attributes suited for digital soil mapping? 

Buivydaite and Mozgeris present a comprehensive comparison of a conventional 

detailed soil map with maps of twenty three topographic attributes as well as maps of 

land surface segmentation based on three different approaches. They found that 

landscape segmentation, based on a fundamental theory of the topographic surface 

in the gravity, gave the best fit to the soil map. 

Most of works dealing with relationships between topography and soil properties in 

agricultural landscapes has been conducted in Canada, USA, and Australia on fields 

tilled over up to 100-150 years without dramatic modifications of the land surface and 

soil cover. This may be one of the reasons why high correlations have been 

systematically observed for the system ‘topography-soil’ in agrolandscapes. A 

question arises: how much would a strong, long-term agricultural load reduce the 

natural topographic control of soil properties? This issue is discussed by Samsonova 

et al. Using in situ measurements of soil electrical resistivity, geostatistics, and digital 

terrain modelling, they demonstrate that the absence of relationships between soil 

and topographic attributes may indicate a serious disturbance of the soil cover. 

Florinsky describes basic principles of applying the digital terrain analysis 

(specifically, maps of relative accumulation zones) to solve three practical tasks: 

exploration of alluvial placers, prediction of landsliding on reservoir shores, and 

prediction of soil degradation and contamination along gas and oil pipelines. 

There are several publicly available, free-of-cost digital elevation models (DEMs) 

with near-global coverage: GTOPO30, GLOBO, ETOPO2, and SRTM-based data. 

However, quality of these DEMs leaves something to be desired. There are two main 

problems with SRTM-derived DEMs: voids and inclusions of non-topographic 

components (i.e., trees and anthropogenic objects). Elsner and Bonnici demonstrate 
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that the conventional filling of voids in SRTM-based DEMs by interpolation does not 

resolve the problem, at least for desert regions. 

Notice that GTOPO30, the 30 arc-seconds gridded global DEM, which is routinely 

used to fill voids in SRTM data, is a rather noisy DEM. Golyandina et al. use a 

portion of GTOPO30 to exemplify the effectiveness of the two-dimensional singular 

spectrum analysis for denoising, generalisation, and decomposition DEMs into 

components of different scales. This method opens the way to utilise noisy DEMs for 

derivation of secondary topographic variables (e.g., land surface curvatures). 

Digital terrain modelling is one of the most dynamically developing branches of 

geosciences. It is impossible to discuss all current methodologies and applications of 

digital terrain analysis within the frames of the spatial issue, which represents ‘instant 

image’ of a rapidly moving research field. 
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ABSTRACT 
The spatial variability of 137Cs contamination was evaluated at a field scale, at three 
study sites marked by different landscape positions. Two of them are situated in a 
forest, and one – in a meadow. The sites are located 170 km away from the 
Chernobyl Nuclear Power Plant. The objectives of the research were (a) to 
characterise variability of 137Cs contamination across the sites, and (b) to determine 
and describe any relation of 137Cs contamination with topography. Soil radioactive 
contamination was measured using in situ radiometric technique. Field radiometry 
data were analysed using classical statistics and geostatistics. To describe local 
geometry of the sites, Laplacian models were derived from digital elevation models. A 
generalised additive model was used to model the dependence of 137Cs spatial 
distribution on the relief features. For hydromorphic areas of the sites, the variogram 
analysis showed that the 137Cs spatial distribution consists in patchy patterns with the 
typical size from meters to tens of meters. For watershed areas, the 137Cs spatial 
distribution was random and did not form any patterns. The 137Cs distribution is 
depend crucially on the local topography in hydromorphic conditions. Laplacian is the 
most informative index for the process of the 137Cs lateral migration while elevation is 
of subsidiary importance. 
 
Keywords: Field Radiometry, Radionuclide, Geostatistics, 137Cs, Spatial Variation, 
Generalized Additive Model, Digital Elevation Model, Laplacian. 
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INTRODUCTION
The accident at the Chernobyl Nuclear Power Plant has contaminated vast areas in 

the Bryansk, Tula, Kaluga, and Orel Regions of Russia. This territory, including large 

agricultural and forested areas, is one of the most 137Cs-contaminated terrains in 

Russia (Fig. 1a). Owing to a wide variety of factors, radioactive contamination of 

landscapes due to the Chernobyl accident appears rather complicated. Some 

geostatistical methods were used to study the structure of the radioactively 

contaminated areas. Kanevsky (1994) and Kanevsky et al. (1997) published the first 

application of geostatistics to measure the Chernobyl-derived radiocaesium. These 

studies were based on the mean values of 137Cs contamination of settlements in the 

Bryansk Region and corresponded to maps of radioactive contamination at the 

scales of 1 : 50,000 - 1 :200,000. Similar investigations were also done for Western 

Europe (Dubois and de Cort, 2001; Dubois and Bossew, 2003; Dubois et al., 2003). 

In these studies, geostatistic methods were used to draw maps of radioactive 

contamination and to assess their reliability. However, detailed field studies of the 

spatial distribution of artificial radionuclides and the role of landscape factors (e.g. 

topography and soil type) in forming their structure were not performed. To optimise 

soil sampling for the tasks of radioecological monitoring, a large-scale investigation 

was carried out on experimental sites within the Chernobyl exclusion zone extending 

30 km from the plant (Khomutinin et al., 2001). However, the impact of topography 

on the character of the 137Cs spatial distribution was not considered. 

 

The possible impact of topography on 137Cs lateral mobility is connected with the well 

known fact: 137Cs is well absorbed by soil (Siegel and Bryan, 2003). Then 137Cs may 

be moved from positive microrelief forms to negative ones together with small soil 

particles by water flows according to peculiarities of microtopography. 

 

It is essential to investigate the role of topographic factors in forming of 

contamination patterns of radionuclides. This is because environmental modelling 

and assessment of radioactively contaminated territories need spatial models of 

distribution and behaviour of radionuclides relating to landscape formation 

processes. In soil science and ecology, there is a trend to use quantitative 

relationships between relief and soil characteristics to predict soil properties (Rawls 
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et al., 1991; Moore et al., 1993; Florinsky et al., 2002) and digital soil mapping 

(Behrens and Scholten, 2006). These approaches are based on the use of 

topographic attributes, such as slope, aspect, profile and plan curvatures (Evans,

1980; McKenzie and Ryan, 1999), derived from digital elevation models (DEMs). 

DEMs are also employed to compute combined terrain attributes (e.g. wetness 

index, sediment transport index), which can be also used in soil-landscape modelling 

(Thompson et al., 1997, McKenzie et al., 1999). A detailed review of methods for 

description of relief parameters can be found elsewhere (Florinsky, 1998). 

 

Recently, generalized additive models (GAM) (Hastie and Tibshirani, 1990) have 

been widely used in ecological applications (Miller and Franklin, 2002; Oksanen and 

Minchin, 2002; de Frutos et al., 2007). GAM allows one to eliminate a systematic 

component (a spatial trend) of the variability, explained by the individual inputs of 

spatially distributed predictors, as well as to estimate the significance of each 

predictor assuming non-linear form of the dependence. 

 

The object of this work was to examine the spatial variation of 137Cs contamination at 

a field scale using geostatistics, GAM, and digital terrain modelling. This would 

contribute to better understanding of the soil radioactive contamination variability. 

 

STUDY SITES 
The study area is situated in the western part of the Bryansk Region, Russia, 

southwestward the Town of Novozybkov, near the Village of Barky (Fig. 1b). There 

are the Polessie landscapes including soddy-podzolic, sandy and loamy sand soils, 

with minor areas of gleyed soils there (Vorobiev et al., 1993). The area is about 170 

km away from the Chernobyl Nuclear Power Plant. The radioactive condensed 

fallout is currently represented by 137Cs (Fig. 1a). 

 

The research was conducted at the Barky cross-section including three study sites 

located at different elevation levels of a fluvioglacial plain (Fig. 1c). Sites B1 and B2 

were selected in a forest, and a site B4 – in a meadow. For the sites B1, B2, and B4, 

elevation ranges were 152.68–154.68 m, 160.74–162.8 m, and 139.93–142.85 m, 

with areas of 0.57, 0.98, and 0.95 ha, correspondingly. 
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The site B1 is located in the bottom part of a gentle slope with the southern aspect. 

Gleyed soils dominate there; the plant cover consists of fir and aspen trees, and 

blueberry. The site B2 is located at a flat watershed covered by a pine forest. There 

are soddy-podzolic soils there. The site B4 includes parts of a terrace and a flood 

plain of Kamenka Stream. Meadow gleyed and peaty soils dominate on the flood 

plain, while meadow and sod-podzolic sandy soils are observed on the terrace. 

 

MATERIALS AND METHODS 
 

Topographic Survey 
An optical theodolite was used for topographic survey of three sites. Elevations were 

measured at 563, 821, and 498 points at the sites B1, B2, and B4, correspondingly. 

Measurement accuracy was 1 cm. All the trees of diameter 10 cm and more are 

marked at topographic plans at the scale of 1 : 200. 

 

Radiometric Survey 
137Cs soil contamination was measured using in situ radiometric technique and 

laboratory-based spectrometric techniques. A field radiometric technique was carried 

out by a CORAD, a collimated radiometer (Chesnokov et al., 1997, 1999; Fogh et al., 

2000). Standard deviation for a CORAD survey results is 22.6% (Martynenko et al., 

2003). Direct measurements using a spectrometric survey with a radiometer are 

effective. They provide the data representativeness that cannot be obtained with soil 

sampling. Moreover, the field radiometric method is indispensable to obtain large 

datasets in studies of 137Cs spatio-temporal patterns, and to explore the dependence 

of spatial distribution of radionuclides on topography. 

 

Data on radioactive contamination of the sites were obtained by radiometric surveys 

in 1992-1993. The surveys were done to organise a radioecological monitoring 

(Linnik, 1994; Govorun and Linnik, 1995) and to verify the CORAD radiometer 

(Martynenko et al., 2003). At the sites B1 and B2, CORAD measurements were 

carried out as a regular grid with a grid size of 10 m (Fig. 2). The number of 

measurements ranged from 78 to 126 for the site B1 and B4, correspondingly. 
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To analyse the 137Cs spatial distribution with resolution of 2 m, a detailed radiometric 

survey was also conducted within the site B1 at two contrasting plots B1-1 and B1-2 

with sizes of 10x10 m (Fig. 2). The plot B1-1 is located in the hydromorphic part of 

the site with a rather complicated relief including small hummock and a downturn. 

The plot B1-2 is located within a relatively flat area. 

 

Soil samples were also collected at five points of each site (four points at the site 

corners, and a point at the site centre). The samples were analysed by conventional 

laboratory spectrometric techniques. Co-ordinates of soil sampling points are other 

than those of the CORAD survey points. To consider the complex topography of the 

site B4, five samples were collected at both the flood plain and the terrace. 

 

Digital Terrain Modelling 
The multilevel B-splines (Wolberg, 1997; Saveliev et al., 2005) were used to 

construct DEMs of the sites using results of the topographic survey. Spline 

interpolation parameters were chosen to provide a sufficient accuracy for detailed 

DEMs (‘leave-one-out’ cross-validation standard deviation of 0.018 m), such as a 

DEM grid size of 0.1 m (Fig. 3b). The initial spline control grid of 10�10 knots, 6 

levels of hierarchy was used. The DEMs have a representative scale of 0.5 m that 

allowed us to restore relief details. Generalised DEMs with a grid size of 0.25 m (Fig. 

3c) were constructed to characterise relief elements with a typical size of several 

meters. We used the initial spline control grid of 2�2 knots and 5 levels of hierarchy. 

 

We examined the relationship between 137Cs contamination (G, mcCi/m2) and local 

topography described by two attributes, such as elevation and Laplacian: 

� � � �yxf
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2

2

2
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�
��� . (1) 

Laplacian is a close approximation of mean curvature, so it may be used to describe 

the rate of convexity/concavity of a surface (Jost, 2002). In the grid approximation of 

Laplacian, the recharge cells (net flow into the cells) are positive, and discharge cells 

(net flow out of the cell) are negative, if the local flow rate is proportional to the local 

gradient. Negative values of Laplacian correspond to convex zones of the land 

surface where overland and intrasoil flows tend to dissipate, while positive ones refer 
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to concave zones where flows tend to accumulate. 

 

Digital models of Laplacian were calculated for the DEMs and for points of CORAD 

measurements at the plots B1-1 and B1-2 without geodetic measurements at each 

points of the CORAD survey. To shorten the range of Laplacian values l, they were 

transformed into values l’ using a logarithm and preserving the continuity at zero: 

�
�
�

���
��

�
0),1ln(

0),1ln('

ll
ll

l . (2) 

For the generalised DEMs, the range of Laplacian values is considerably narrower, 

so an additional log-transformation of the values was not conducted. 

 

Generalized Additive Models (GAM) 
If there is a clear non-linear relationship between a response variable and 

explanatory variables, there is an option to apply smoothing methods like GAM. In 

these methods, smoothing curves are used to model the relationship between the 

response variable and explanatory variables. The curve for each covariate is 

estimated as a nonparametric function in an iterative manner using the scatterplot 

smoothers. Such a smoother may be regarded as a moving average, where the 

window size defines a smoothness of a result. Another way is to use a spline with a 

‘wiggliness’ (curvature) penalty added to the fit error. The penalty weight defines a 

smoothness level (Hastie and Tibshirani, 1990; Schimek, 2000). 

 

GAM is a model with a predictor given by a sum of smoothers. GAM with two 

covariates can be exemplified by 

� � � � � � ������� 222111021 ,,, xsxsaxxG , (3) 

where G is a response variable, intercept a0 is a constant, s1(…) and s2(…) are 

smooth functions of covariates x1 and x2, and � is a normally distributed error. 

Parameters �1 and �2 define the smoothness of the functions. The use of arbitrary 

complex functions (e.g. high degree polynomials) can result in overfitting estimates 

of s1 and s2. Therefore, the penalised likelihood maximisation is used to fit the model 

in which the measure of the model fit (a negative log likelihood) is modified by the 

addition of smoothness penalty, penalising its ‘wiggliness'. 
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The GAM penalised likelihood maximisation problem is solved by penalised 

Iteratively Reweighted Least Squares (Wood, 2006). At each iteration, a penalised 

weighted least squares problem is solved, and the smoothing parameters of the 

problem are estimated by generalised cross validation until both model parameter 

estimates and smoothing parameter estimates converge. 

 

Geostatistical Analysis 
We used geostatistics to analyse the spatial variability of 137Cs soil contamination. 

The spatial structure of 137Cs contamination was characterised by sample 

variograms �(h) calculated from the experimental data using an equation (Isaaks and 

Srivastava, 1989; Cressie, 1993): 

� � � � � �� �� �
���� n

i ii xZhxZ
n

h 1
2

2
1 , (4) 

where xi and xi + h are sampling locations separated by a vector h, Z(xi) and Z(xi + h)

are measured values of the variable Z (137Cs contamination) at the corresponding 

locations, and n is the number of points measured by CORAD. 

 

To estimate the possible anisotropy of 137Cs spatial patterns, we calculated 

experimental variograms for the four directions of the separating vector h: 0°, 45°, 

90°, and 135°. According to the well known ‘rule-of-thumb’, semi-variance should not 

be calculated for separation distances greater than about 50% or 66% of the width or 

length of a study site. For the sites B1 and B2, the area length is about 100 m, so we 

used the maximal distance 67 m. For the plot B1-1 and B1-2, the maximal distance 

of 9.5 m was used due to the regularity of locations. This choice of maximal 

distances were also supported by distance histograms. 

 

The linear and GAM models were used to consider the systematic dependence of 
137Cs contamination on covariates (co-ordinates and relief variables). The modelled 

values were subtracted from 137Cs measured ones before the variogram calculation. 

 

We used the following blueprint of the model analysis. First, we fitted a linear model 

to the data and estimated the significance of the covariates. (GAM can be fitted if all 

the covariates are insignificant in the linear model.) The variogram analysis was then 

applied either to the residuals from the fitted model (if covariates are significant) or 
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vice versa to 137Cs values. To model the 137Cs spatial distribution (the dependent 

variable G), we used the following covariates (predictors): Laplacian value (Laplace), 

elevation (H), and X and Y co-ordinates. We used elevations either from field 

measurements (H) or derived from a detailed DEM (Hmba1) or a generalised DEM 

(Hmba2). Laplacian values derived from detailed and generalised DEMs were denoted 

as Laplace1 (Fig. 3B) and Laplace2 (Fig. 3c) correspondingly. 

 

RESULTS AND DISCUSSION 
Statistical characteristics for 137Cs soil contamination are given in Table 1. The 

maximum variability of 137Cs deposits, 24.5%, was found at the site B1. 

 

For the site B1, data were fitted by a linear model G1: 

YaXaHaLaplaceaaG 4321101 ����� . (5) 

This demonstrates that all the covariates used are insignificant. Hence, the 137Cs 

spatial distribution (Fig. 3a), measured by the radiometric survey on a regular grid 

with the grid size of 10 m, does not depend on selected topographic parameters 

(Laplacian and elevation) and planimetric co-ordinates within the site B1. 

 

Geostatistical analysis demonstrated (Fig. 4) that the variogram values for the 

intermediate lags (at the distance of 25-30 m) are significantly higher than the 137Cs 

variance (�2 = 39.7) at 5% confidence level for each direction (permutation test with 

5000 permutations was used). The same is applicable to the distance about 45 m. 

This gives some evidence of a negative correlation, or, to be more exact, a ‘chess 

board’ effect. It can be caused by patches marked by a high level of 137Cs 

contamination with a typical size of about 25 m alternating with patches marked by a 

low level of 137Cs contamination. 

 

To analyse a detailed model of the 137Cs spatial distribution at the plots B1-1 and B1-

2, we replaced measured values of elevation in the model G1 (Eq. 5) with its 

interpolated values: 

YaXaHaLaplaceaaG mba 43121102 ����� . (6) 

This linear model did not also reveal a significance of covariates. The same result 

was obtained for the generalised DEMs. 
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For the plot B1-1, the variogram analysis revealed the following properties of the 
137Cs spatial distribution (Fig. 5a). The variogram behaviour depends on direction: its 

value is minimal in 0°-direction for all lags, that is, the 137Cs variability in 0°-direction 

is lower than in 90°- and 135°-directions. Most likely, this is because 0°-direction is 

collinear with the general direction of the local water flow. In other words, the land 

surface profile is rather smooth in 0°-direction, whereas it is wavy, with more 

expressed convex and concave forms, in the perpendicular direction. The land 

surface resembles a washboard with grooves striking in 0°-direction. So, not 

elevation but the groove orientation (and thus the direction of the local water flow) 

influences the pattern isotropy of the 137Cs spatial distribution. At the plot B1-1, 

patterns with a typical size of 5 m were also revealed which coincide with small pits. 

 

For the plot B1-2, application of the linear model (Eq. 6) showed that all parameters 

are insignificant. This means that the 137Cs distribution is not related to the variables 

used in the model. The variogram analysis did not demonstrate a spatial correlation 

for all the four directions at the plot B1-2 (Fig. 5b). Hence, the character of the 137Cs 

spatial distribution may be considered as random, at least for large lags. 

 

For the plot B1-1, a non-linear GAM model G3 

� � � �1103 mbaHsLaplacesaG ��� (7) 

showed a significance of elevation (Hmba1) and a weak significance of the land 

surface curvature (Laplace1). These factors explained 30% of the 137Cs total 

variance. For the generalised DEM, there was a significant dependence on the land 

surface curvature (Laplace2): a model G4 explained about 25% of the 137Cs variance: 

� �204 LaplacesaG �� . (8) 

An influence of planimetric co-ordinates, that is, a spatial trend was not detected for 

both cases (Eqs. 7 and 8), as confirmed by variograms (Fig. 5). Thus, we can accept 

the independence of G values on co-ordinates, elevation, and the land surface 

curvature in the framework of the linear model G2 (Eq. 6). 

 

In the model G4 (Eq. 8), the 137Cs quadratic dependence on Laplace2 indicates that 

the spatial distribution of 137Cs contamination has a complex structure, resulting from 
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alternation of small hummocks and pits at different elevation levels (153.5-153.9 m). 
137Cs contamination, increasing in both concave and convex zones of the land 

surface, reaches minimum at flat areas (Fig. 6). 

 

For the watershed site B2, all parameters were insignificant within the framework of 

the linear model G1 (Eq. 5). A variogram, calculated in four directions, demonstrated 

that there was no spatial correlation with any direction or distance (Fig. 7a). So, the 
137Cs spatial distribution may be considered as a ‘white noise’ at the site B2. Only 

Hmba1 is significant for the non-linear model G3 (Eq. 7) with elevation and Laplacian 

as covariates. The variance explained was 8.9%, and the mean value (intercept) is 

30.4. The dependence of 137Cs on elevation is presented on Figure 7b. 

 

For the site B4, an analysis of the 137Cs omnidirectional variogram (Fig. 8a) reveals a 

spatial structure at lags exceeding 40 m, which approximately corresponds to the 

site division into the flood plain and terrace. However, a marked anisotropy of the 
137Cs distribution in different directions was not observed (Fig. 8b). Separate 

variograms showed that contamination patterns are rather smooth at the terrace and 

more random at the flood plane. 

 

To find potential areas of the 137Cs washing-out and accumulation within the site B4 

(Fig. 9a), a Laplacian digital model was derived from the DEM in the valley of 

Kamenka Stream (Fig. 9b). We attempted to consider a principal difference in the 

geomorphic structure of the site B4 (the flood plain versus the terrace) governing 

different mechanisms of the 137Cs redistribution. At the terrace, a lateral washing-out 

of radionuclides was observed because of the difference in elevation. At the flood 

plain, flooding and lateral washing-out processes occur. The site was divided into 

four portions. According to Laplacian values, concave and convex zones were 

chosen on the terrace and on the flood plain. 137Cs washing-out areas (Laplace < 0) 

were found predominantly in the upper part of the terrace, whereas 137Cs 

accumulation areas (Laplace > 0) occur in the lower part of the footslope. 

 

It was found that the 137Cs mean contamination at the terrace is 29.93 mcCi/m2, 

while at the flood plain – 30.88 mcCi/m2 (Table 2, Fig. 9a), with the mean value of 

30.35 for the entire site B4 (Table 1). Laplacian mean values at the terrace and flood 
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plain correspond to the convex areas (Laplace < 0), with the washing-out potential of 

-0.00137 at the terrace against -0.00087 at the flood plain (viz. 1.57 times higher). 

Solving a balance equation, we can estimate that 0.475 mcCi/m2 (viz. about 1.6 % of 

the 137Cs total activity) were washed out from the terrace of the site B4 from 1986 to 

1992. Flooding processes, which were not discussed in this study, might be also 

significant for the contribution of the 137Cs deposits to the flood plain. 

 

The most intensive lateral migration of 137Cs in landscapes has occurred during 3-4 

years after the Chernobyl accident of 1986. In the year 2000, intensity of the 137Cs 

washing-out has decreased almost in 100 times in comparison with an initial level 

(Zhukova et al., 2002). Therefore, measurements of 1992-1993 years, used in this 

study, characterises the period of the maximal rate of the 137Cs lateral migration. 

 

CONCLUSIONS 
The maximum spatial variability of 137Cs deposits, 24.5%, was observed in 

hydromorphic conditions of the forested site B1. At the site B1, the 137Cs spatial 

distribution consists in patch patterns with the size of about 5 m within the 

hydromorphic part of the site, and of about 30-40 m within the forested part of the 

site. In automorphic conditions (the plot B1-2 and the site B2), the 137Cs spatial 

distribution is random and does not form patterns. At the site B4, the 137Cs spatial 

distribution is governed by geomorphic structures: the flood plain and the terrace. 

The washing-out potential of the terrace exceeds that of the flood plain. This is 

reflected in increasing of the 137Cs contamination rate by 1.6 % at the flood plain as 

compared with the terrace. The 137Cs distribution is depend crucially on the local 

topography in hydromorphic conditions. Laplacian is the most informative index for 

the process of the 137Cs lateral migration while elevation is of subsidiary importance. 
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Table 1. Descriptive statistics of the 137Cs (mcCi/m2) distribution in soils at 
the sites B1, B2, and B4. 
Study site B1 B2 B4 
Year of measurement 1993 1993 1992 
 CR S CR S CR S 
Number 78 5 121 5 126 10 
Mean 25.7 28.78 30.35 20.55 30.35 33.67 
Median  25.2 26.04 29.44 21.32 30.2 35.46 
Minimum 12.5 16.12 19.46 12.4 22.0 16.72 
Maximum 46.1 41.47 40.62 29.21 44.1 53.35 
Standard deviation 6.3 11.61 4.32 6.11 3.46 10.75 
Variance 24.5 40.3 14.2 29.7 11.4 31.9 
Skewness 0.44  0.22  0.48  
Kurtosis 0.5  -0.18  1.53  

CR – CORAD measurements; 
S – laboratory spectrometric measurements of soil samples. 

 
 
 
 
 

Table 2. Means of 137Cs (mcCi/m2) and Laplacian values for the flood plain and 
the terrace of the site B4. 

Terrain 
type Flood plain (elevation > 141.5 m) Terrace (elevation < 141.5 m)

137Cs 29.93 30.88 
Laplace -0.00137 -0.00087 
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Fig. 1. Geographical location of the study area: (a) map of 137Cs soil deposition in 
Ukraine, Belarus and in the west of the Russian Federation due to the Chernobyl 
accident; (b) Western part of the Bryansk Region, the Novozybkov study area 
(between 52o25'31''-52o27'20'' N and 31o49'50''-31o51'45'' E); (c) the Barky cross-
section, the study sites B1, B2, and B4. 
 
 
 

Fig. 2. Grid design of the radiometric survey at the sites B1, B2, and B4. 

(a) (b) (c)
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(a) (b)

(c)

 
Fig. 3. Site B1: 137Cs contamination (a); elevation (contours) and Laplacian 
(greyscale) indicating the rate of convexity/concavity (white/dark grey) for the 
detailed (b) and generalised (c) DEMs. 
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Fig. 4. Site B1: 137Cs experimental variogram for four directions with ±22.5o angle 
tolerance. Maximum distance is 67 m, 9 bins for each direction, average number of 
pairs for each bin is 70, RMSE = 19, minimum is 20. 
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Fig. 5. 137Cs variogram models for four directions with ±22.5o angle tolerance; 
maximum distance is 9.5 m, 5 bins for each direction, average number of pairs for 
each site bin is 31, RMSE = 6, minimum is 20: (a) plot B1-1, (b) plot B1-2. 
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Fig. 6. Plot B1-1: dependence of 137Cs on Laplacian. 
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Fig. 7. Site B2: (a) 137Cs variogram model for four directions with ±22.5o angle 
tolerance; (b) dependence of 137Cs on elevation. 
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Fig. 8. Site B4: (a) 137Cs omnidirectional variogram; (b) 137Cs variogram model for 
four directions with ±22.5o angle tolerance. 
 
 
 

 
(a) (b) 

Fig. 9. Site B4: (a) 137Cs contamination; (b) elevation (contours) and Laplacian for 
the generalised DEM (greyscale) indicating the convexity/concavity rate (white/dark 
grey, correspondingly). 
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ABSTRACT 
More than twenty morphometric attributes derived from digital elevation models 
(DEMs) were correlated with soil mapping units available from conventional soil maps 
at a scale of 1 : 2,000. The following topographic attributes were involved into the 
analysis: slope steepness, slope aspect, elevation, horizontal curvature, vertical 
curvature, mean curvature, surface insolation, maximal curvature, minimal curvature, 
catchment area, depression depths, dispersal area, hill heights, gradient factor, 
difference curvature, horizontal and vertical excess curvatures, rotor, unsphericity, 
total Gaussian curvature, total accumulation curvature, total ring curvature, and 
topographic index. A DEM with a grid size of 30 m was best suited to describe the 
relationships between soil units and terrain variables. Soil typological units and their 
classes correlated stronger with the landform types derived using the Shary landform 
classification (the contingency coefficients were over 0.6) rather than the Troeh and 
Gauss landform classifications. Mean and horizontal curvatures, elevation, slope, 
gradient factor, and topographic index were best correlated with the soil typological 
units of the soil classification system of Lithuania, which is based on the international 
soil classification. 
 

Keywords: Soil Map, Digital Elevation Model, Morphometric Variable, Landform Type. 
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INTRODUCTION
Achievements in soil cartography and Geographic Information Systems (GIS) allow 

one to develop soil map models based on reproducible pedogeomorphological
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approaches. Quantitative description of landforms can be used to produce soil maps 

of a new generation in a wide range of scales: from large scales (1 : 2,000) to meso-

scales (1 : 10,000) and to small scales (1 : 1,000,000) (Wilson and Gallant, 2000). 

Most of the hydrological, geomorphological, and ecological researches of the past 

century has been conducted at the global and micro-scales. The meso- and large 

scales have received less attention. However, various environmental problems, such 

as accelerated soil erosion and non-point-source pollution, require changes in 

management strategies at these scales (Moore and Hutchinson, 1991). The 

influence of land surface morphology on catchment hydrology and surface insolation 

are the most important factors operating at a large scale. Numerous studies have 

shown that variations in elevation, slope, aspect, and local topographic horizon can 

cause substantial differences in the spatial and temporal distributions of the light, 

heat, water, and mineral nutrients required by photosynthesising plants, affecting, in 

turn, the distribution and abundance of flora and fauna (Wilson and Gallant, 2000). 

During the past decade, the popularity of works on these tasks has increased due to 

availability of high-resolution digital elevation data and computerised tools of terrain 

analysis (Shary, 1995; Burrough and McDonnell, 1998; Wilson and Burrough, 1999; 

Florinsky et al., 2002; Shary et al., 2002; MacMillan et al., 2003; McBratney et al., 

2003; Smith et al., 2006). 

 

In Lithuania, investigations of relief were launched more than two centuries ago, and 

were mainly focused on structural geomorphology, glacier accumulative formations, 

such as glaciofluvial, glaciolacustrine, fluvial, eolian, littoral, organogenic, and limnic 

relief (�esnulevi�ius, 1999). Compilation of GIS-based morphoisographic maps of 

the land surface of Lithuania has been initiated in 1997 for the systematisation of soil 

cover structures at scales of 1 : 25,000 and 1 : 1,000,000 (Buivydaite, 2003; 

Mozgeris and Buivydaite, 2004). This was the first attempt to use morphometric 

investigations in the context of soil survey applications in Lithuania. 

 

The main objective of this paper is to compare three systems of landform 

classification, and soil mapping units at a farm level. We discuss the usability of this 

sort of landform classification for soil survey. More than twenty morphometric 

attributes, derived from DEMs, have been correlated with the soil mapping units from 

conventional soil maps at the scale of 1 : 2,000. 
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MATERIALS AND METHODS 
The Experimental Station of the Lithuanian University of Agriculture (Kaunas Region, 

Lithuania) was chosen as a test polygon. The study area occupied 75.3 ha. Detailed 

soil (Fig. 1a) and topographic (Fig. 2a) maps are available for this area at the scale 

of 1:2,000. The maps were scanned, geo-referenced, and integrated in a GIS 

database. The initial sources for DEMs were contours with a contours interval of 0.25 

m. DEMs were generated using a standard module of ArcInfo software based on the 

method by Hutchinson (1993). The method includes a drainage enforcement 

algorithm for removing spurious sinks or pits in the fitted elevation grid, and an 

algorithm calculating ridge and stream lines with points of maximum local curvature 

of contours (Weibel and Heller, 1991). For the study area, five DEMs with different 

resolution were generated using cell sizes of 5, 10, 20, 30, and 40 m. 

 

The DEM derivatives were computed for each cell on the elevation grid using 3�3 

moving window. We computed the following morphometric variables: slope 

steepness (Fig. 3a), gradient factor, slope aspect, surface insolation, mean curvature 

(Fig. 3b), horizontal curvature (Fig. 3c), vertical curvature, maximal curvature, 

minimal curvature, difference curvature, horizontal and vertical excess curvatures, 

rotor, unsphericity, total Gaussian curvature, total accumulation curvature, total ring 

curvature, catchment area, dispersal area, depression depths, and hill heights. 

These morphometric attributes are essential to model specific aspects of overland 

and intrasoil gravity-driven transport of substances, and thus to study and model 

regularities in spatial distribution of soil properties. Definitions, formula, and detailed 

interpretations of these variables can be found elsewhere (Shary et al., 2002). In 

addition, we computed the topographic index (Fig. 3d), indicating the amount of the 

water flowing towards a certain location, and the local slope, which is a measure of 

the drainage from a place (Moore et al., 1993; Angelstam et al., 2003). Morphometric 

attributes were derived from DEMs using Analytical GIS Eco 1.05 (Shary et al., 

2002) and ArcInfo 9.2 (� ESRI Inc., 1982-2006). 

 

Three landform classification systems have been evaluated: 

1. The classification system by Troeh (1964), which is based on field-specific 
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forms and can be described in surface runoff terms. The system includes four 

landform types defined by signs of vertical and horizontal curvatures (Fig. 1b). 

2. The classification system suggested by Gauss (Shary et al., 2002). The 

system includes four landform types defined by total Gaussian curvature and 

mean curvature (Fig. 1c). 

3. The classification system presented by Shary (1995), which is a 

generalisation of the two classifications indicated above. The system includes 

twelve landform types defined by horizontal, vertical, mean, and difference 

curvatures (Fig. 1d). 

 

A network of about 300 sampling points was generated to extract and analyse the 

values from all GIS coverages developed. Sampling points corresponded to the cell 

centre for grids with the cell size of 20 m and coarser. The network of sampling 

points was used in subsequent analyses for all variants of DEM grid sizes. 

 

Contingency tables and Pearson’s contingency coefficient (Pcc) was used to 

describe the correlation between two qualitative variables: 

c
cPcc

max 
� , (1) 

where 

2

2

��
�

�
totfrq

c , (2) 
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clsc
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max max 1�

� , (3) 

� �� �
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i

ii

e
eo 2

2 , (4) 

io  is an observed cell frequency in a contingency table, ie  is the cell frequency 

according to variable independence, totfrq  is the total number of observations, and 

clsmax  is the maximum number of classes. 

 

The correlation between a qualitative variable and one or more quantitative variables 

was studied by performing a variance analysis and calculating the total, within and 

between sums of squares, correlation coefficients, and degree of determination for 
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each qualitative/quantitative variable pair. Pearson’s correlation coefficient was used 

to describe the correlation between two ore more quantitative variables. 

 

RESULTS
Definitions of soils in the study area are based on the soil typological units (Sdv99nr) 

of the soil classification system of Lithuania (LTDK-99) correlated with the 

international soil classification (FAO, 1998; Buivydaite et al., 2001). For more in-

depth statistical analysis, the soils were grouped (a) by the soil type category; and 

(b) within the soil type, by soil subtype, soil genera, soil species, and soil variety 

categories. In the study area, Luvisols and Cambisols are prevailing soil typological 

units. Within a soil type category, soils were grouped into classes: 

� According to the depth of carbonates and hydromorphism (natural drainage): 

calcaric hypergleyic (Sdv1nr), calcaric hypogleyic (Sdv2nr), and eutric 

hypogleyic (Sdv3nr). 

� According to the texture of the topsoil Ap horizon (Ts1apnr), subsurface B 

horizon (Ts1bnr), subsoil C horizon (Ts1cnr), subsoil 2C horizon (Ts12cnr), 

and soil texture group (Textgr). 

 

The strongest relationship between landform types and soil typological units 

(Sdv99nr), soil classes (Sdv1nr, Sdv2nr, and Sdv3nr), soil texture (Ts1apnr, Ts1bnr, 

Ts1cnr, and Ts12cnr), soil texture groups (Textgr), and cell sizes was detected for 

the Shary classification system (Table 1). Contingency coefficient varies depending 

on the soil typological unit used but is never less than 0.30. 

 

Soil classes – calcaric hypergleyic, calcaric hypogleyic, and eutric hypogleyic 

subgroups – best correlated with the landform types of the Shary classification 

system. Contingency coefficients (Table 2) are highest for DEMs with grid sizes of 

30-40 m. 

 

The study has been mainly focused on the correlation analysis of soil attributes and 

morphometric variables. Mean curvature (Fig. 3b), horizontal curvature (Fig. 3c), 

elevation, slope (Fig. 3a), gradient factor, and topographic index (Fig. 3d) have the 

strongest correlation with the soil typological unit (Table 3). 
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There is the same trend for correlation coefficients: they reach the maximum value 

for the DEM grid size of 30 m or larger. Landform types according to the Shary 

classification system (Fig. 1d) can be considered as some kind of generalisation of 

numerous morphometric variables. Landform types may be grouped as follows: 

� C-depressions with positive and negative difference curvature; 

� C-saddles mean-concave, convergent-decelerating, with positive difference 

curvature; C-saddles mean-concave, convergent-accelerating, with positive 

difference curvature; C-saddles mean-concave, convergent-decelerating, with 

negative difference curvature; C-saddles mean-concave, divergent-

decelerating, with negative difference curvature; 

� C-saddles mean-convex, convergent-accelerating, with positive difference 

curvature; C-saddles mean-convex, divergent-accelerating, with positive 

difference curvature; C-saddles mean-convex, divergent-decelerating, with 

negative difference curvature; C-saddles mean-convex, divergent-

accelerating, with negative difference curvature; 

� C-hills with positive and negative difference curvature. 

 

This grouping of landform types allows one to test the major soil and land surface 

attributes in cell-by-cell cartographic modelling as it is used to study various 

phenomena other than soils. 

 

DISCUSSION 
The cell size strongly affects the original DEM and the features of derived variables 

(Evans and Cox, 1999; Smith at al., 2006). The correlation coefficients between cell 

values, generated with different DEM grid sizes (Table 4), are very high and 

practically not changing for elevation grids if the cell size increases. 

 

Contrarily, the correlation between slope values decreases with the increase in 

difference of the DEM grid size. The slope and other DEM derivatives are computed 

within 3�3 moving window. Variables, such as slope, are assumed to have constant 

value within a cell. However, this is not true when elevations vary over short 

distances. The standard deviations of elevation values from the DEMs within a 
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moving window, with a size corresponding to that used for calculation of slope, were 

calculated for each variant of original DEM grid size (Fig. 2). 

 

Visually, there is no difference in DEM values when different grid sizes are used to 

generate the elevation model, but the variance of cell values, used for slope 

computation, increases with increased original DEM grid size. t and �2 tests confirm 

that there is no statistical difference between means and distributions of DEM values 

extracted at sampling points from grids with different cell size. This is the opposite 

finding if dealing with focal standard deviations of DEM values. Only neighbouring 

variants of original DEM grid size (e.g., 5 and 10, 10 and 20 m) do not result in 

statistically significant differences in distributions of corresponding sampling point 

values. Therefore, the cell size is considered as one of the factors potentially 

influencing the observed relationships. 

 

Increase of contingency coefficients was found for morphometric variables derived 

with relatively larger cell sizes: 30 and 40 m. Larger cell sizes are not used because 

DEMs are getting too coarse. The effect of the source DEM grid size on the 

morphometric variables by itself is beyond the scope of our investigation. Therefore, 

we consider the DEM grid size of 30 m is the best to describe the relationships 

between soils and terrain attributes under conditions of the study. 

 

The possibilities to apply quantitative methods of land surface analyses for soil 

survey raise many conceptual and methodological issues. The results obtained 

demonstrate that terrain attributes could be utilised to describe key soil patterns at a 

large scale in other areas marked by similar conditions. Further work is needed to 

establish whether terrain attributes, expressed in the form of landform types and 

morphometric variables, can be introduced into cartographic modelling of various 

biophysical systems. 

 

In the future, the approach described could be tested and used for detail 

systematisation of the soil cover structure not only of Lithuania. New generation of 

morphopedological maps could be used not only as a basis for thematic maps of 

soil-topographic associations, but also for ecological maps of other types. 
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CONCLUSIONS 
The DEM grid size of 30 m is the most appropriate to describe relationships between 

soil and terrain attributes under local conditions of this study. The soil typological units 

and classes are best correlated with the landforms types of the Shary classification 

system rather than the Troeh and Gauss systems. Contingency coefficients between 

the soil typological units of the Lithuanian soil classification system and the Shary 

landform types are higher than 0.6 if other conditions are optimal. Soil classes 

according to the depth of carbonates and hydromorphism are best correlated with the 

landform types of the Shary classification system: the contingency coefficient is 0.48 

if other conditions are optimal. The soil typological units are best correlated with mean 

and horizontal curvatures, elevation, slope, gradient factor, and topographic index. 
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Table 1. Contingency coefficients between the soil typological units (Sdv99nr), their 
classes according to the depth of carbonates and hydromorphism (Sdv1nr, Sdv2nr, 
Sdv3nr), soil texture (Ts1apnr, Ts1bnr, Ts1cnr, Ts12cnr), and soil texture groups 
(Textgr), and grid sizes for the different landform classification systems. 

Landform classification system 
Troeh Gauss Shary 

Grid size, m Grid size, m Grid size, m 

Soil 
typological 
units and 
classes 5a 10b 20c 30d 40e 5 10 20 30 40 5 10 20 30 40
Sdv99nr 0.41 0.38 0.40 0.51 0.47 0.41 0.41 0.42 0.50 0.50 0.60 0.51 0.53 0.64 0.62
Sdv1nr 0.35 0.30 0.28 0.39 0.37 0.33 0.33 0.30 0.47 0.42 0.49 0.44 0.37 0.56 0.49
Sdv2nr 0.28 0.25 0.27 0.38 0.40 0.29 0.33 0.29 0.44 0.41 0.38 0.41 0.39 0.52 0.51
Sdv3nr 0.24 0.19 0.20 0.32 0.2 0.23 0.15 0.20 0.27 0.23 0.44 0.32 0.31 0.50 0.41
Ts1apnr 0.16 0.21 0.14 0.20 0.16 0.23 0.22 0.24 0.17 0.22 0.30 0.34 0.35 0.32 0.33
Ts1bnr 0.29 0.30 0.25 0.35 0.35 0.28 0.38 0.27 0.30 0.32 0.43 0.48 0.39 0.50 0.49
Ts1cnr 0.24 0.23 0.22 0.31 0.30 0.28 0.29 0.22 0.31 0.29 0.38 0.45 0.40 0.48 0.46
Ts12cnr 0.24 0.28 0.25 0.33 0.33 0.27 0.31 0.26 0.29 0.32 0.38 0.45 0.39 0.48 0.48
Textgr 0.31 0.35 0.33 0.41 0.35 0.37 0.42 0.34 0.41 0.39 0.51 0.54 0.46 0.58 0.56

a based on 298 samples 
b based on 283 samples 
c based on 307 samples 
d based on 303 samples 
e based on 308 samples 
 
 
 
 
Table 2. Contingency coefficients between landform types of different landform 
classification systems and soil classes (based on the depth of carbonates and 
hydromorphism) for different DEM grid sizes. 

Grid size, m 
Classification system 

5 10 20 30 40 
Troeh 0.22 0.23 0.25 0.38 0.35 
Gauss 0.25 0.27 0.27 0.39 0.34 
Shary 0.36 0.37 0.36 0.48 0.50 
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Table 3. Correlation coefficients between the soil typological units and morphometric 
variables. 

Grid size, m Morphometric variable 
5 10 20 30 40 

Elevation 0.31 0.30 0.37 0.38 0.34 
Slope steepness 0.30 0.23 0.19 0.39 0.41 
Gradient factor 0.30 0.23 0.20 0.39 0.42 
Surface insolation 0.24 0.35 0.32 0.42 0.37 
Horizontal curvature 0.27 0.28 0.34 0.39 0.35 
Vertical curvature 0.29 0.24 0.22 0.35 0.28 
Mean curvature 0.26 0.31 0.35 0.44 0.40 
Maximal curvature 0.27 0.29 0.29 0.34 0.38 
Minimal curvature 0.28 0.28 0.29 0.29 0.31 
Difference curvature 0.18 0.14 0.23 0.33 0.20 
Horizontal excess curvature 0.13 0.20 0.21 0.26 0.22 
Vertical excess curvature 0.16 0.15 0.23 0.34 0.19 
Unsphericity 0.13 0.20 0.24 0.32 0.25 
Total Gaussian curvature 0.16 0.18 0.19 0.13 0.19 
Total accumulation curvature 0.18 0.17 0.15 0.18 0.20 
Total ring curvature 0.15 0.21 0.23 0.23 0.17 
Rotor 0.17 0.22 0.26 0.20 0.34 
Catchment area 0.30 0.30 0.29 0.28 0.26 
Dispersal area 0.12 0.14 0.19 0.26 0.22 
Depression depth 0.23 0.13 0.26 0.11 0.24 
Hill height 0.18 0.37 0.13 0.26 0.16 
Topographic index 0.35 0.28 0.41 0.38 0.40 

 
 
Table 4. Correlation coefficients between elevation and 
slope steepness generated with different grid sizes. 

Grid size, m 5 10 20 30 
 Elevation 

5  0.98 0.95 0.93 

10 0.90  0.97 0.94 

20 0.68 0.819  0.95 
30 0.48 0.61 0.79  

 Slope steepness 
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(a) (b) (c) (d) 
Fig. 2. The study area, maps of elevation, m, (upper) and focal standard deviations 
of the DEM (lower) for grid sizes of (a) 5 m, (b) 10 m, (c) 20 m, and (d) 30 m. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Maps of some morphometric variables of the study site for the grid size of 
30 m: (a) slope steepness, º; (b) mean curvature, m-1; (c) horizontal curvature, m-1; 
and (d) topographic index, logarithmic scale. 

(b)(a) (d)(c)

0 1.6 -5.4 5.1 -5.6 5.2 7.6 15.7
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ABSTRACT 
The soil maps are overwhelmingly created using topographic data as secondary 
information. Under the condition of anthropogenic pressure on territories, connections 
‘topography-soils’ may be weakened. The research was focused on the terrain of 
Bryansk Opolje, one of the ancient agricultural areas in Russia. The soil cover 
disturbance is seen in a number of places because of continuous cultivation, erosion, 
and reclamation. The main types of soils are grey forest soils and grey forest soils 
with the second humus horizons. The traditional soil mapping has been performed on 
the 16-hectare field. The electrical resistivity has been measured at nodes of the 
sampling grid with the grid size of 25 m. The additional measurements were done 
using four transects with a 5 m distance crossing various landscape positions. A 
topographic map at the scale of 1 : 5,000 was digitised to produce a digital elevation 
model (DEM). Slope steepness, slope aspect, profile curvature, tangential curvature, 
and Laplacian were derived from the DEM. Electrical resistivity was closely linked 
with soil classification areas, which was proved by the one-way ANOVA. For the 
entire field, none of the topographic attributes was totally connected with either soil 
distributions or electrical resistivity. At the same time, connections between terrain 
attributes and electrical resistivity are clearly expressed for some parts of the study 
area. In the case of reclaimed territories, where connections between relief and soils 
may be disturbed to a considerable degree, electrophysical methods may be 
informative for the soil mapping purposes. 
 

Keywords: Electrical Resistivity, Spatial Variability, Soil Properties, Topography, 
Precision Agriculture, Digital Elevation Model. 

Mathematics Subject Classification: 62P12, 86A25, 86A32. 

JEL Classification: Q19, Q50. 
 
 

INTRODUCTION
The proliferation of precision agriculture technologies, that take into account a variety 

of growth conditions for crops, contributes to the relevance of large-scale soil 
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mapping of arable lands. The relation of topographic attributes with soil properties 

has been used in soil mapping practically from the moment of the origin of soil 

science. On undisturbed areas where interaction between components of a 

biogeocoenosis has been forming for centuries, connections between soils and relief 

can be explicitly traced. Under the condition of anthropogenic load on territories, 

such as agricultural use, reclamations, etc., connections may be weakened or even 

be missing. Therefore, the study of possibilities of other bases for mapping is 

necessary for such type of objects. 

 
The soils and specific soil properties mapping, primarily for agrochemical and soil 

data, requires much time and labour effort to dig profiles, select and analyse soil 

probes. The use of relevant information, on the one hand, such as digital terrain 

models and, on the other hand, easily defined, cheap, and interpreted parameters, 

such as electrical resistivity (ER) along with basic soil attributes enables one to solve 

the assigned tasks more efficiently. 

 
Over the last decades, there has been a distribution of digital terrain models that 

open new opportunities for explaining spatial variability of specific soil properties 

(Chistov and Florinsky, 1997), and may become a component of digital soil mapping 

models (McBratney et al., 2003). Thus, for example, Manning et al. (2001) come to 

the conclusion that spatial distributions of the most agronomically relevant attributes 

(soil moisture and nitrate) were expressed at a landscape scale broader than that at 

which soil series occurred within the site. 

 
Geophysical methods, such as ER measurement, enable one to define areas of 

electrically contrasting soils, which have distinct properties and, therefore, should be 

used in agriculture in different ways (Pozdnyakova and Zhang, 1999; Tabbagh et al., 

2000; Corwin and Lesch, 2003; Simbahan and Dobermann, 2006). ER is a 

composite soil attribute, which is generally related to soil texture, stones, salts, and 

organic matter content as well as to the arrangement of the genetic soil horizons. 

This is the complex of the factors directly influencing yield of the most of crops. The 

advantage of ER measurements is that it can be measured directly in the field 

without actual collecting of soil samples and analysing them in the laboratory. Thus, 

application of ER techniques to determine soil attributes can tremendously decrease 

time and labour required to delineate management zones within the fields. 
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The opoljes, the unique landscape complexes of the Central Russia, may serve an 

explicit example of the territory that has been under the influence of agricultural 

activities for a long time. Dark-grey (forest) soils (or Phaeozems Albic (FAO, 1998), 

or Greyzems Haplic (FAO-UNESCO, 1988), or Humus Gleysols (FAO-UNESCO, 

1974)) of Bryansk Opolje were formed on loessial loam and calcareous loesses 

underlaid by carbonaceous rocks. These terrains represent undulating plain with 

closed depressions, the genesis of which is explained by some scientists by the 

karst (Milkov, 1964), others consider it as palaeo-cryogenic development (Velichko 

et al., 1996; Alifanov et al., 2006). The soil cover of these terrains is heterogeneous 

with a large number of bushy hollows filled with hydromorphic soils. Their diameter is 

measured by several tens of metres and the depth is 0.4-2.5 m. The number of 

hollows may count to 5-10 per km2 (Alifanov et al., 2006). A clear dependency 

between soils and topography is registered on undisturbed areas: grey forest soils 

often variously eroded are widespread on uplands, while gleyed soils and forest soils 

with the second humus horizons occur in depressions. Under agricultural use, the 

terrain is often more or less reclaimed. The radical reclamation may consist of 

backfilling hollows, levelling, and some other modifications of the relief. 

 

The objective of this study was to study possibilities to use digital terrain attributes 

and ER measurements for soil mapping of Bryansk Opolje anthropogenic terrains. 

 

STUDY SITE 
The study was conducted on one of production fields of the Bryansk State 

Agricultural Academy in early June 2006 (Fig. 1a). The size of the study area is 370 

by 320 m. The study area is situated on a gentle slope (about 1 degree). However, 

there are closed depressions with the depth up to 2 m and the diameter of 40-50 m 

there. This causes a strong spatial heterogeneity of the study area. 

 

There was reclamation of the territory in the middle 1970s resulted in considerable 

soil disturbance in a number of places. Trees were removed from boggy hollows and 

the land was reclaimed. Middle part of the soil profile was levelled, and then the 

mixture of the upper soil layers was uniformly distributed over the terrain. 

 

The field was tilled in fall 2005, and its pre-sowing cultivation was done in May 2006. 
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The field was under oats in 2005, and under buckwheat in 2006. 

 

MATERIALS AND METHODS 
Soil Survey 

Soil survey was carried out to describe the soil cover of the study area. Sixty-four soil 

profiles were described. The four main profiles are dug in accordance with basic 

landscape positions (Fig. 1b). 

 

ER Survey 
ER was measured by the device LandmapperTM ERM-01 (Fig. 2). LandmapperTM 

ERM-01 measures apparent specific ER (or electrical conductivity) of soils and 

similar structures for the fast non-invasive mapping and monitoring of agricultural 

fields as well as construction and remediation sites. In a typical setting, a four-

electrode probe is placed on the surface and an ER value is read from the digital 

display. The device measures ER in a surface layer of the depth from 2 cm down to 

5 m, which is set by varying the size of a four-electrode probe. Measurements are 

based on well-known four-electrode principle, which allows one to avoid influence of 

electrode contact potential on measured electrical conductivity or resistivity of the 

media and obtain accurate readings. The field tests were performed in USA, Russia, 

and Canada in collaboration with Advanced Soil and Water Systems, Inc., Canada 

(Pozdnyakov and Pozdnyakova, 2002). 

 

The measurements were taken in June and September 2006 under similar weather 

conditions. Since soil moisture in arable layer was within the range of 18-22%, 

moisture variability was not supposed to affect dramatically ER values. In digging 

profiles, ER was measured by AMNB linear four-electrode probe with distance 

between electrodes of �� = 150 cm and �N = 50 cm. Due to this parameters, the 

depth of survey reached up to 50 cm, that is, mostly A horizon and in a number of 

cases A+B horizons or A+C horizons were covered (Pozdnyakov, 2001). 

 

ER measurements was carried out using almost parallel transects with the distance 

between sampling points about 25 m. The measurements were done with five 

replications in all sampling points. Four sampling transects of different length with 

5 m distance between sampling points were added to consider some topographic 
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features. Totally, ER was measured at 515 points (Fig. 1c). Sampling points, soil 

profiles, and points of ER measurements were georeferenced by Garmin Legend Cx 

GPS navigator. Figure 3a shows spatial distribution of ER within the field. 

 

Digital Terrain Modelling 
An irregular digital elevation model (DEM) of the study area was produced by 

digitising a topographic map, scale of 1 : 5,000. Within the area, the basic elevation 

component may be approximated by a linear function of the Cartesian co-ordinates: 

Z = 0.0080 X - 0.0076 Y + 1.3208 (1) 

with R2 = 0.58; the residuals have distinct spatial structure. To describe variogram of 

this structure, the anisotropy spherical model (Goovaerts, 1999) was used with the 

following parameters: nugget c0 = 0.1, sill c1 = 0.33, a = 120, anisotropy angle of 

40�, and anisotropy ratio of 2. A square-gridded DEM with a grid size of 4 m was 

interpolated using the trend described and ordinary kriging for residuals (Fig. 3b). 

 

Digital models of five topographic attributes were derived from the square-gridded 

DEM, such as slope steepness, slope aspect, profile curvature (or vertical curvature) 

(Fig. 3c), tangential curvature (or horizontal curvature), and Laplacian (Fig. 3d). 

Slope steepness controls the velocity of overland and intrasoil runoff. Slope 

steepness and aspect together influence the thermal regime of slopes. Profile 

curvature is the measure of relative deceleration of flows. Tangential curvature is the 

measure of flow convergence. Laplacian approximates mean curvature, which 

represents flow convergence and relative deceleration with equal weights. Negative 

values of curvatures relate to convex landforms, while positive ones relate to 

concave landforms. Definitions, formula, and detailed interpretations of the variables 

can be found elsewhere (Shary, 2006). Digital terrain modelling was carried out with 

Surfer Version 8.00 (© 1993-2002, Golden Software, Inc.). 

 

Statistical Analysis 
Descriptive statistics was supplemented with quartiles. One-way ANOVA was 

calculated using soil classes as a factor. To estimate relationships between ER and 

relief, Spearman correlations were calculated between ER and slope steepness, 

profile curvature, tangential curvature, and Laplacian. Slope aspect is a circular 
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variable, so we calculated Spearman correlations between ER and sine and cosine 

of slope aspect (King et al., 1999). We determined correlations for the entire study 

area as well as for selected subareas 50 by 50 m in the central part of the study area 

(Fig. 3). The central part was chosen to exclude all kind of border effects. 

Statistica 6.1 (© 1984-2004, StatSoft, Inc.) was used for data analysis. 

 

RESULTS
Soil Cover 

Because of the land improvement, the soil cover of the area consists of combinations 

of several soil types and subtypes (Shishov et al., 2004). They are dark agrozems, 

argillo-illuvial agrozems, and agro- dark grey typical soils with the second humus 

horizon. Dark agrozems are located on the highest landscape positions, while the 

arable dark humus horizon occurs immediately on the C horizon represented by 

carbonate loess. The most widespread soil type is argillo-illuvial agrozems whose 

profile retains the B horizon. The signs of illuvial process in the B horizon are 

expressed not so strongly because of its light texture and height silt content in soil-

forming rocks. Agro- dark grey typical soils were conserved on the borders of the 

field and in some spots. Agro- dark grey soils with the second humus horizon could 

be found in former depressions. The second humus horizon is the most dark-

coloured in the profile with crumbled and pulvered structure. Large structural 

aggregates explicitly tend to be flaggy. In accordance with the given classification, 

we have conditionally divided the soil cover of the study area into 4 classes 

considering what horizon is under a plough layer: class 1 – the second humus layer, 

class 2 – AUe or AEl, class 3 – the B horizon, class 4 – the C horizon. The modern 

arable layer makes 22-24 cm. Thus, the depth of humus part of profile can be 

considered a characteristic that forms separate classes (Fig. 4a). 

 

Relationships between Topography and Soil Cover 
Figure 4b demonstrates that there is no evident relationship between elevation and 

soil classification areas. Moreover, transects within the field show that any of the 

mentioned soil classes may be found on similar landscape positions (Fig. 5). 
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ER
In the course of this study, ER values varied from 36 up to 127 	m. The analytical 

error calculated for repeated measurements in sampling points had constituted 

0.46 	m that corresponds to the variance of 0.21 (	m)2. 

 

Parallel measurements in rows and inter-rows spacing of sowings enabled us to 

assess the variance linked with the ER variation on small distances. It was estimated 

at 28.8 (	m)2 that is essentially higher than the variance of repeated measurements 

in separate points with the same position of the electrode probe. However, the total 

variance of ER on the whole study area exceeded this value by more than 10 times 

(Table 1). Therefore, the heterogeneity of the soil cover makes the main contribution 

to the ER variability. 

 

The one-way ANOVA has shown that ER average values for all classes of soils, 

except for the 3rd and 4th, are definitely different with the significance level of 

p = 0,001 (Fig. 6). ER connection with soil classes is conditioned by its dependency 

on soil profile, and, first of all, on the diversity of physical and chemical properties. 

 

ER and Terrain Attributes 
Correlation coefficients of terrain attributes and ER are close to zero that can be 

regarded as indication of missing connections between these parameters (Table 2). 

However, the division of the field into subareas with sizes of 50 by 50 m (Fig. 3) has 

revealed that correlation coefficients differ significantly from zero for some subareas 

(Table 2, Fig. 7). In particular, subareas, where correlation coefficients between 

landsurface curvatures and Laplacian and ER values are negative, correspond to 

undisturbed (natural) conditions. In these cases, high ER values relate to 

depressions, where soils with the second humus horizon are spread. The positive 

correlation coefficients and the absence of dependency indicate disturbed subareas. 

 

DISCUSSION AND CONCLUSIONS 
The connection between soil classification areas and terrain attributes, which is 

typical for undisturbed territories, is practically missing on the study area that had 

been subject to strong impact of land reclamation. 
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For the study area, the prediction of soil properties based on such general soil-

forming factors as topography appears rather difficult. The prediction mistakes may 

be caused by various, often not much predictable, connections between secondary 

variables and variables of interest rather than by insufficient information on 

secondary variables. Such connections may be essentially local (mosaic), which is 

characteristic only for a part (generally not very large) of the study area. Carroll and 

Oliver (2005) received similar results. 

 

It is likely that the absence of connections between topographic attributes and 

organic matter status of arable soils (Simbahan et al., 2006) also depends on mosaic 

structure of the soil cover. It is worth a mention that mosaic structure of arable soil 

cover is widespread enough, but too many profiles are needed to clearly reveal it. 

 

The plough layer of arable grey forest soils is low-contrast in terms of common soil 

fertility properties, such as organic matter content, nutrients, structure, etc. The study 

demonstrated that under these conditions ER spatial variability is primarily 

associated with properties of the underlying subplough layer. This result opens 

opportunities to delineate areas with more thick humus horizon. This may be used to 

assess the soil organic matter content at areas located in similar landscapes. 

 

In this study, relations between terrain attributes and ER were not observed for the 

entire study area. Generally, this may be related to three factors. First, the absence 

of relationships may be a natural phenomenon. Second, the connections may be 

revealed only locally, that was shown at Table 2. Third, it may be related to the fact 

that the grid size used for interpolations does not correspond to natural patterns. 

Florinsky and Kuryakova (2000) have shown, that the relations between terrain 

attributes and soils properties are not revealed on all grid sizes, but only on that 

ones, which match to typical sizes of a landform controlling the spatial distribution of 

the soil property in the landscape. 

 

In the case of low variability of soil properties of the plough layer and high contrast of 

plough and subplough layers of the soil profile, ER along with terrain attributes is an 

indispensable indirect tool to indicate disturbances of natural interconnections in the 

landscape. 
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Table 1. Descriptive statistics of ER (	m). 

Valid N Mean Median Min Max Lower 
quartile 

Upper 
quartile 

Std. 
Dev. CV, %

515 67.8 63.6 36.0 127.0 52.8 82.5 19.5 28.9 
 
 
 
Table 2. Coefficients of Spearman rank correlation between ER and terrain attributes 
for the entire study area, and their minimal and maximal values for subareas 50 by 
50 m (Fig. 7). 

 Sample 
size 

Slope 
steepness 

Sin (Slope 
aspect) 

Profile 
curvature

Tangential 
curvature Laplacian 

Entire 
area 2300 0.160 0.043 0.007 0.068 0.057 

Min 144 -0.523 -0.589 -0.268 -0.276 -0.441 
Max 144 0.418 0.552 0.564 0.508 0.735 
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Fig. 1. Geographic location of the study area within Bryansk Region, Russia (a), 
points of digging profiles on the contour map of related elevations (b), and points of 
ER measurements (c). 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. LandmapperTM ERM-01. 

(a)

(b) (c)
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Fig. 3. Maps of the study area: (a) ER, 	m; (b) related elevations, m; (c) profile 
curvature, m-1; and (d) Laplacian, m-1; subareas 50 by 50 m are indicated. 
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Fig. 4. Correspondence of soil classes and the thickness of the humus horizon (a) 
and elevations (b). The horizon under a plough layer: 1 class – the second humus 
horizon, 2 class – AUe or AEl, 3 class – the B horizon, 4 class – the C horizon. 
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Fig. 5. Soil profiles at different landscape positions. 
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Fig. 6. Means and confidence intervals of ER (	m) for different soil classes. 

 

Fig. 7. Mosaic-like distribution of signs of rank correlation coefficients of ER with 
terrain attributes within separated subareas 50 by 50 m. 
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ABSTRACT 
In the smooth-surface approximation, local accumulation of a flow is controlled by 
relative deceleration and convergence. Flow deceleration is determined by vertical 
curvature of the land surface, while flow convergence is controlled by horizontal 
curvature. There is a concurrent action of flow convergence and relative deceleration 
at areas marked by negative values of both of these curvatures. These areas are said 
to be relative accumulation zones. We describe basic principles of applying maps of 
relative accumulation zones to solve three problems of exploration and engineering 
geology: (1) exploration of alluvial placers; (2) prediction of landsliding on reservoir 
shores; and (3) prediction of soil degradation and contamination along pipelines. The 
deposition of placer minerals is most likely to occur in relative accumulation zones 
with slope steepness below 3°, all other factors being equal. The activation of slope 
instability is most probably to occur in relative accumulation zones with slope 
steepness beyond 15°, which are adjacent to, upslope the reservoir water level. Soil 
degradation (waterlogging and salinisation) may be observed in relative accumulation 
zones adjacent to, upslope a pipeline. After the pipeline failure, one can use a map of 
specific catchment area to determine paths of lateral migration of petroleum in the 
landscape. Petroleum products are most likely to concentrate in relative accumulation 
zones situated along a flow line originating at a pipeline hole. To refine the prediction, 
one should analyse accumulation zone maps together with geological, geophysical, 
geochemical, soil, plant, and remotely sensed data as well as with models of other 
topographic variables. 
 

Keywords: Digital Terrain Model, Accumulation, Placer, Reservoir, Landslide, Pipeline, Soil, 
Degradation, Contamination.
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INTRODUCTION
There is a concept of relative accumulation zones in geomorphometry and digital 

terrain modelling. In the smooth-surface approximation, the velocity of a gravity- 

driven flow varies in proportion to the slope factor (sin G). G, slope steepness, is an
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angle between a tangent and horizontal planes at a given point on the land surface. 

The local accumulation of a flow is controlled by two mechanisms, relative 

deceleration and convergence. Relative deceleration of a flow is determined by 

vertical curvature (kv). kv is the curvature of a normal section including the gravity 

acceleration vector at a given point. A flow tends to accelerate when kv > 0, and to 

decelerate when kv < 0. Convergence of a flow is controlled by horizontal curvature 

(kh). kh is the curvature of a normal section, which is perpendicular to the normal 

section with kv. A flow diverges when kh > 0, and converges when kh < 0. Digital 

models of G, kv, and kh are derived from digital elevation models (DEMs). Details 

and formula can be found elsewhere (Shary et al., 2002). 

 

There is a concurrent action of convergence and relative deceleration of flows within 

areas characterised by both kh < 0 and kv < 0. These areas are said to be relative 

accumulation zones. If divergence and relative acceleration of flows act 

simultaneously (kh > 0 and kv > 0), these areas are referred to as relative dissipation 

zones. Areas with other combinations of kh and kv signs are lumped together as 

transit zones. It should be noted that we consider zones of relative accumulation 

rather than dead-end depressions. A flow may pass through a great quantity of 

relative accumulation zones before entering into a dead-end depression. Models of 

kv and kh are used to derive maps of relative accumulation zones. 

 

Maps of relative accumulation zones represent areas where geometrical peculiarities 

of the relief provide conditions for the local accumulation of gravity-driven 

substances, such as water (meteoric water, soil moisture), dissolved and suspended 

substances (salts, clay and organic particles, etc.), and other liquids (e.g., petroleum 

products). Maps of relative accumulation zones are used to solve various practical 

and fundamental problems of geosciences: prediction of slope instability (Lanyon 

and Hall, 1983), studies of lateral migration of artificial radionuclides in landscapes 

(Gurov and Kertsman, 1991), studies and modelling of soil properties at a field scale 

(Pennock et al., 1987; Florinsky et al., 2002; Shary, 2005), predictive soil mapping at 

small scales (Florinsky et al., 2000; Florinsky and Eilers, 2002), and studies of forest 

ecosystems (Shary, 2005). Relative accumulation zones may coincide with 

intersections of lineaments, faults, and fracture zones (Florinsky, 1993), and thus 

they constitute areas of contact and interaction of overland lateral flows and 
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ascending and descending flows of groundwater and fluids (Florinsky, 2000). Maps 

of relative accumulation zones are usually used together with geological, 

geochemical, soil, plant, and remotely sensed data as well as with digital models of 

other topographic variables (e.g., slope gradient, catchment area). 

 

In this paper, we describe basic principles of applying maps of relative accumulation 

zones to solve three problems of exploration and engineering geology: 

(a) exploration of alluvial placers; (b) prediction of landsliding on reservoir shores; 

and (c) prediction of soil degradation and contamination along pipelines. 

 

EXPLORATION OF ALLUVIAL PLACERS 
Placers are important sources of valuable minerals (Edwards and Atkinson, 1986). 

Alluvial placers are formed by chemical and physical weathering of primary deposits, 

subsequent transportation of mineral grains and crystals by water, and their 

deposition in valleys and channels (Bilibin, 1956; Macdonald, 1983; Shilo, 1985). 

Alluvial placers, constituting strip-like sand and gravel deposits located along valleys, 

range in length from 3 to 6 km, and in width from 10 and 100 m (Bilibin, 1956). 

 

Relief influences formation of alluvial placers. The deposition of placer minerals 

usually occurs in areas where topographic characteristics offer deceleration of water 

currents and concentration of suspended particles (Bilibin, 1956; Macdonald, 1983). 

To find these sites, geologists commonly use a visual analysis of topographic maps 

(Muzylev, 1954). In terms of geomorphometry, desired areas correspond to relative 

accumulation zones marked by low values of sin G. Some methods of digital terrain 

analysis (e.g., derivating maps of flow line direction and catchment area) are utilised 

to model the formation of alluvial placers (McFarlane, 2000). However, up to now, 

maps of relative accumulation zones have not been used to search placer deposits. 

 

To exemplify a basic principle of the implementation of relative accumulation zone 

maps, we consider a low-mountain area. The area size is about 4 by 4 km. A square-

gridded DEM of the study area has a mesh size of 10 m (Fig. 1a). There is a primary 

deposit of some placer mineral in sources of two valleys, in the southeastern corner 

of the study area. A type of the mineral is not critical. The primary deposit is a source 

of placers in the two valleys. What is wanted is the location of placers. 
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To reduce a high-frequency noise, we applied three iterations of smoothing to the 

DEM using 5×5 kernel with squared inverse distance weights. Digital models of slope 

factor (Fig. 1b), horizontal curvature (Fig. 1c), and vertical curvature (Fig. 1d) were 

derived from the smoothed DEM by the method of Evans (1980). Models have a 

resolution of 10 m. A map of relative accumulation, transit, and dissipation zones 

(Fig. 1e) was obtained using kv 
 kh models. 

 

It is known that the distribution of placer productivity along a valley depends on a 

stream gradient, all other factors being equal. For example, in the Lena Gold Placer 

Region (Siberia, Russia), up to 93% of the metal are located within areas marked by 

G < 3° (Shilo, 1985). In the following analysis, we will utilise this threshold. It 

corresponds to sin G � 0.05. The slope factor map (Fig. 1b) demonstrates that areas 

of sin G � 0.05 are long and narrow strips located along thalwegs and water divides. 

Hereafter, we will consider only two valleys rising in the area of the primary deposit. 

In these valleys, let us to delineate sites of sin G � 0.05 located within relative 

accumulation zones (Fig. 1e), which are situated downslope the primary deposit. As 

a result, we can obtain a map of sites where local geometry of the relief creates good 

conditions to form placers (Fig. 1f). 

 

The prospective areas range in length from 100 to 150 m, and in width from 10 to 30 

m (Fig. 1f). The areas form chains with a total length of about 4 km beginning from 

the primary deposit. To refine the map obtained, one should consider a density value 

of a particular mineral, its mineral resistance to chemical and mechanical erosion, 

and a settling rate, a function of specific gravity of a mineral, grain size and shape, 

and some other factors (Macdonald, 1983). These parameters may influence a 

threshold value of sin G, and a distance that grains and crystals are moved from the 

primary deposit, that is, a total length of a chain of prospective areas. To adjust the 

map obtained, one may use results of geological, geomorphological, geochemical, 

and geophysical ground surveys as well as remotely sensed data. 

 

In placer exploration, conventional visual analysis of topographic maps is rather 

subjective. Its results depend on the experience and intuition of a geologist. This 

leads to missing of prospective areas. Application of maps of relative accumulation 
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zones can assist to plan prospecting grids and to reduce a cost of exploration. The 

principle described can be also used to reveal a modern alluvial placer formed due to 

erosion of a palaeo-placer rather than a primary deposit. Besides, the principle may 

be applied to search placers of ancient valleys uplifted by vertical tectonic 

movements and currently located on water divides. This may be favoured by the 

ability of digital terrain modelling to discover previously unknown, relict drainage 

networks (Almeida Filho et al., 2005). 

 

PREDICTION OF LANDSLIDING ON RESERVOIR SHORES 
It is well known that the filling of a reservoir and fluctuation of the reservoir water 

level amplify slope instability renewing old landslides and provoking new slope 

movement. Slope instability on reservoir shores is triggered by (a) water erosion of 

footslopes; (b) saturation of slope sediments due to the rise of groundwater; 

(c) weathering of sediments because of their periodical moistening and drying 

caused by the water level fluctuation; and (d) increase of the groundwater 

hydrodynamic pressure during rapid changes of the reservoir water level (Minervina 

and Khositashvili, 1974; Záruba and Mencl, 1982; Finarov, 1986). The life of a 

reservoir may be shortened because of bank collapsing and adding to the rapid 

silting of the reservoir. Slope failures endanger the operation of the control structures 

of hydroelectric schemes and make difficult water management. Sometimes, 

landsliding on reservoir shores leads to catastrophic damages (Kiersch, 1964). 

 

Topography is one of the main factors of landslide formation, and one of the 

landslide indicators (Emelyanova, 1972; Záruba and Mencl, 1982). Therefore, digital 

terrain modelling is widely used in techniques to recognise, analyse, and assess 

slope instability risk (Guzzetti et al., 1999; Montgomery et al., 2000; Fernandes et al., 

2004). These methods are based on integrating data of geomorphometry (slope 

gradient, aspect, and shape), geology (spatial distribution of ‘critical’ sediments), 

meteorology (precipitation amounts), and hydrology (groundwater regime). A slope is 

commonly recognised as instable if its steepness is more than 15° (Emelyanova, 

1972). Landslides usually occur in relative accumulation zones, all other factors 

being equal (Lanyon and Hall, 1983). This is because convex-convex form of slopes 

provides sufficient moistening of soils and sediments there. There are various 

engineering, geomorphic, and mathematical methods to reveal, evaluate, and predict 
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landsliding on reservoir shores (Minervina and Khositashvili, 1974; Finarov, 1986). 

Maps of relative accumulation zones have not been used for this purpose. 

 

To exemplify a basic principle of application of maps of relative accumulation zones, 

we consider a mountainous area with a large depression. The area size is about 4 by 

4 km. A square-gridded DEM of the study area has a mesh size of 10 m (Fig. 2a). A 

reservoir is under construction in the depression. After reservoir filling, the maximal 

water level will be 1343 m. It is desired to find potentially instable sites on the 

depression slopes, which may be activated by the reservoir filling and operation. 

 

To reduce a high-frequency noise, we applied three iterations of smoothing to the 

DEM using 3×3 kernel with linear inverse distance weights. Digital models of slope 

steepness (Fig. 2b), horizontal curvature (Fig. 2c), and vertical curvature (Fig. 2d) 

were derived from the smoothed DEM by the method of Evans (1980). Models have 

a resolution of 10 m. A map of relative accumulation zones (Fig. 2e) was obtained 

using kv 
 kh models. 

 

Areas marked by G > 15° are typical for the western and northeastern slopes of the 

depression as well as for ridges in the southeastern corner of the study area (Fig. 

2b). However, there is a terrace about 500 m wide between the reservoir and the 

northeastern and northwestern slopes, and one of the southeastern ridges. 

Therefore, it is unlikely that landsliding on these slopes may be connected with the 

reservoir operation. We can also eliminate a slope in the northwestern corner of the 

study area from the further consideration: the slope belongs to an adjacent 

catchment. Hereafter, our main concern is the southwestern slope of the depression 

and the scarp along the northeastern reservoir shore marked by the narrow and long 

stripe of values G > 15° (Fig. 2b). 

 

Let us delineate areas marked by G > 15° within relative accumulation zones, which 

are (a) adjacent to, upslope the maximal water level (1343 m), and (b) situated on 

the southwestern slope. Relying on the map obtained (Fig. 2f), we can conclude that 

the southwestern slope of the depression is characterised by the highest landslide 

hazard. This is because many potentially instable sites are located there one above 

the other. This configuration may lead to the ‘domino effect’, when a movement of 
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the masses in one site may trigger movements throughout the slope. On other 

reservoir shores, areas of potential slope instability are, more or less, evenly 

distributed along the terrace scarp. To adjust the map obtained and to range 

revealed areas according to the instability level, one can use data on soils, 

sediments, plant cover, and groundwater. 

 

PREDICTION OF SOIL DEGRADATION AND CONTAMINATION ALONG 
PIPELINES

Petroleum and gas pipelines have an adverse effect on soils. First, in a pipeline 

installation, an area of the disturbed soil cover may range from 400 to 1000 ha per 

100 km of a pipeline route (Geltser and Geltser, 1994). As a result, technogenic soils 

are formed. They are marked by degraded physical, chemical, and biological 

properties (Naeth et al., 1988; Burgess and Harry, 1990; Geltser and Geltser, 1994). 

Second, pipeline damage may lead to an outflow of oil and petroleum products. Their 

flowing and concentration in local depressions result in soil contamination and 

destruction of the plant cover, while the further infiltration leads to groundwater 

deterioration (Eiceman et al. 1985; Couillard, 1986). Third, a pipeline can play a role 

of a geochemical barrier. Underground and elevated pipeline sections are usually 

constructed to pass gullies, intermittent and ephemeral streams. Nevertheless, 

pipeline elements can retard overland and intrasoil lateral flows of water and solved 

or suspended substances drained by natural channels (Crampton, 1988; Naeth et 

al., 1988; Burgess and Harry, 1990). This can lead to changes in water and salt 

regimes, waterlogging, and salinisation of lands on adjacent territories. These 

processes may influence a pipeline insulation and cause corrosive failures, in 

addition to the general degradation of a landscape. 

 

Environmental monitoring of pipeline corridors is usually carried out using remotely 

sensed data (Jadkowski et al., 1994; Um and Wright, 1996; Gauthier et al., 2001). 

Some approaches of digital terrain modelling, such as derivation of slope steepness 

and curvatures, are used in pipeline routing (Feldman et al., 1995; Rylsky, 2004). Up 

to now, maps of relative accumulation zones have not been used to predict soil 

degradation and contamination along pipelines. 

 

To exemplify a basic principle of application of maps of relative accumulation zones, 
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we consider a terrain with a gentle topography. The area size is about 600 by 500 m. 

A square-gridded DEM of the area has a mesh size of 1.5 m (Fig. 3a). A petroleum 

pipeline crosses the area. Assume that there is a single failure of the pipeline. The 

challenge is to predict a migration way of petroleum flowing from the hole, and areas 

of petroleum concentration. In addition, there is a need to find sites where soil 

degradation is feasible due to action of the pipeline as a barrier for natural flows. 

 

To reduce a high-frequency noise, we applied three iterations of smoothing to the 

DEM using 3×3 kernel with linear inverse distance weights. A digital model of 

specific catchment area (Fig. 3b) was derived from the smoothed DEM by the 

method of Martz and de Jong (1988). Models of horizontal curvature (Fig. 3c) and 

vertical curvature (Fig. 3d) were derived from the smoothed DEM by the method of 

Evans (1980). Models have a resolution of 1.5 m. A map of relative accumulation 

zones (Fig. 3e) was produced using kv 
 kh models. 

 

A thalweg network is delineated on the map of catchment area (Fig. 3b). This map 

can be used to determine paths of lateral migration of petroleum (Fig. 3f). Petroleum 

will concentrate in accumulation zones situated along a flow line originating at the 

point of the pipeline hole (Fig. 3f). The migration distance of petroleum depends on 

several factors, such as the volume of petroleum leaking out the pipeline, velocity of 

this leakage, velocity of the petroleum flow on the land surface, properties of the soil 

and vegetation covers, etc. This information should be used to refine the map 

obtained, and to estimate the dynamics of soil contamination. 

 

Soil degradation (waterlogging and salinisation) may occur in relative accumulation 

zones adjacent to, upslope the pipeline (Fig. 3f). Indeed, local geometry of the relief 

forms natural conditions for increased moistening of the soil profile and salt 

concentration in relative accumulation zones (Pennock et al., 1987; Florinsky, 2000; 

Florinsky et al., 2000; Florinsky et al., 2002). Constructive elements of a pipeline, 

situated adjacent to, downslope a relative accumulation zone, may form a barrier for 

overland and intrasoil flows intensifying natural processes of moistening or 

salinisation. Salinisation may prevail in relative accumulation zones if soils and/or 

groundwaters contain water-soluble salts. Arid and semiarid climatic conditions can 

favour soil salinisation. Waterlogging is more probable if the environment is free of 
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water-soluble salts. To estimate dynamics, manifestation, and direction of soil 

degradation, one should use data on physical and chemical properties of soils as 

well as regime and chemical content of groundwaters. 

 

COMMENTS
Maps of relative accumulation zones cannot replace existed geological methods. 

The principles described can serve as additional computerised tool. 

 

Appropriate resolution of a DEM is determined by typical sizes of the object under 

study. In the search of placers and instable slopes, the typical size is the minimal 

width of a placer or landslide in the given natural conditions. For each particular 

study, this parameter may be considered as constant if the study is carried out within 

a territory with homogeneous topography. In the pipeline monitoring, different 

portions of a pipeline may require DEMs with different resolution. This is because 

relief type and typical sizes of landforms can alter along the pipeline route. 

 

All calculations and mapping were done with LandLord 4.0 (Florinsky et al., 1995). 
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Fig. 1. Exploration of alluvial placers: (a) elevation, (b) slope factor, (c) horizontal 
curvature, (d) vertical curvature, (e) relative accumulation, transit, and dissipation 
zones, and (f) the most prospective areas. The primary deposit is hatched. 
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Fig. 2. Prediction of slope instability on reservoir shores: (a) elevation, (b) slope 
steepness, (c) horizontal curvature, (d) vertical curvature, (e) relative accumulation, 
transit, and dissipation zones, and (f) areas of possible slope instability. The dam 
and the maximal water level (1343 m) are delineated. 
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Fig. 3. Prediction of soil degradation and contamination along the pipeline: 
(a) elevation, (b) specific catchment area, (c) horizontal curvature, (d) vertical 
curvature, (e) relative accumulation, transit, and dissipation zones, and (f) areas of 
possible degradation and contamination of soil cover. 
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ABSTRACT 
Elevation data produced by NASA’s Shuttle Radar Topography Mission (SRTM) is 
currently the most detailed publicly available, free-of-cost, near-global digital elevation 
model (DEM). While generally very successful in collecting complete and accurate 
elevation data, the mission C-band Radar had limitations over specific landscapes, 
including sand deserts. This paper presents the results of a validation study using 
data from ground surveys in the Libyan Sahara. It tests (a) the accuracy of finished 
Level 2 SRTM DEM data; and (b) the performance of an interpolation procedure that 
is routinely applied to fill SRTM data voids on a global scale. The results show that 
SRTM data consistently meets its own accuracy specifications, with a root mean 
square error (RMSE) of 1.3 to 5.2 m. Interpolated void-filled data achieved lower 
accuracy, with RMSE of approximately 7 m for an area of smaller dunes, and RMSE 
of 14 m within an extensive field of strongly undulating dunes with heights of more 
than 100 m, meaning that the accuracy specification of SRTM data in this area is not 
met. It is concluded that void-filling by interpolation in areas of extensive dune fields 
does not reproduce the representative topography of such a landscape, and spatially 
higher resolved elevation data is needed to achieve this via interpolation.

Keywords: Shuttle Radar Topography Mission, SRTM, Digital Elevation Model, 
Sahara, Validation, Accuracy Assessment. 

Mathematics Subject Classification: 65G99, 62H35, 86A30, 65D05. 

JEL Classification: Q19, Q50. 

INTRODUCTION
Digital elevation models (DEMs) belong to the most fundamental data sets in 

environmental science. The availability of DEMs with high quality and resolution is
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central to a wide range of ecological models (Tappeiner et al., 1998; Krysanova et 

al., 1999; Van Niel and Austin, 2006). 

The currently most detailed, near-global data set was acquired by the Shuttle Radar 

Topography Mission (SRTM) using C-band radar interferometry. All land masses 

between 60º N and 56º S were imaged at least once, representing about 80% of the 

Earth’s land mass (Farr and Kobrick, 2000). The spatial resolution of the publicly 

available SRTM data is 1-arc-second (about 30 m at the Equator) for the United 

States area, and 3-arc-seconds (about 90 m at the Equator) for non-U.S. areas. The 

accuracy specifications for finished SRTM data follow requirements of the U.S. 

National Imagery and Mapping Agency (NIMA). The absolute vertical error is 16 m 

(90% linear error, LE90), the absolute horizontal error is 20 m (90% circular error), 

and the relative vertical error is 10 m (LE90) (Rodriguez et al., 2005, 2006). 

Goncalves and Fernandes (2005) analysed the completeness of the global SRTM 

Level 2 data set and found that more than 15% of tiles have 1% of the surface area 

as voids, and more than 5% percent of tiles have voids of around 5%. Particularly 

large voids occur in mountainous regions where geometric artefacts are the result of 

foreshortening, layover, and radar shadow (Dowding et al., 2004). Also affected are 

dry sand deserts where insufficient signal response is caused by a low complex 

dielectric constant (CDC) of the reflecting surface. Individual tiles from the Himalaya 

and the Sahara have data voids of more than 10%. 

A number of approaches have been developed to fill data voids in SRTM. For a 

comprehensive review see Gamache (2004). The only void-free SRTM data set with 

global coverage is that offered by the Consortium for Spatial Information of the 

Consultative Group for International Agriculture Research (CGIAR-CSI). CGIAR-CSI 

filled the voids by contouring existing SRTM Level 2 data and supplementing it with 

point data from auxiliary sources (CGIAR-CSI, 2006). In the case of Africa, the 

auxiliary data stem from the GTOPO30 DEM (U.S. Geological Survey, 1996). 

Contours and points are then interpolated and the resulting data is used to fill the 

voids in the original SRTM data. The interpolation is based on the algorithm of 

Hutchinson (1989) which applies a spline function with drainage enforcement to 

produce a hydrologically sound surface. 
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Ecological models can be very sensitive to errors in elevation data and it is hence 

important to have a clear understanding of DEM accuracy (Van Niel and Austin, 

2006). A number of validation studies have been undertaken for original SRTM data 

and found that finished Level 2 SRTM data generally exceeds the given accuracy 

specifications (Smith and Sandwell, 2003; Falorni et al., 2005; Rodriguez et al., 

2005, 2006; Hofton et al., 2006). Jarvis et al. (2004) assessed the accuracy of the 

void-filling algorithm applied by CGIAR-CSI for a mountainous region in Colombia 

and report acceptable agreement with elevation from a reference data source but 

less satisfactory correlation of derivatives like slope and aspect. 

Little information is currently available on the accuracy of the CGIAR-CSI void filling 

procedure in desert areas where large SRTM data voids exists. This study shall 

address this issue. The aim and objective of the presented study is to assess both 

the accuracy of SRTM data and the accuracy of the CGIAR-CSI void-filling 

procedure in an arid desert environment. As a benchmark standard, the 16 m LE90 

accuracy specification for SRTM elevation data shall be used. 

MATERIALS AND METHODS 
We present case studies from three different desert areas in Eastern Libya (Fig. 1), 

which provide a representative cross-section of typical morphological features of this 

landscape: site NC145 (Fig. 2a), Area 124 (Fig. 2b), and site NC32B (Fig. 2c). 

Ground control reference data was obtained using Real-Time Kinematic (RTK) 

Global Positioning System satellite navigation, a technique based on the use of 

carrier phase measurements of the GPS NAVSTAR signal where a single reference 

station provides the real-time pseudo-range corrections with high accuracy. In terms 

of a root mean square error (RMSE), the horizontal and vertical accuracy range of 

RTK data is 0.10 m. This level of accuracy exceeds that specified for SRTM data by 

more than an order of magnitude. It is hence justified to treat RTK data in the 

framework of this study as “true” ground elevation. Both GPS and SRTM data are 

referenced to the WGS 84 ellipsoid so no datum conversion is necessary. 

All ground data used for analysis were collected with a dual frequency Leica System 
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530 and 1200 GPS receivers along transects with a sampling interval of 10, 15, or 

40 m. RTK observations were matched respectively with the corresponding height 

information of the underlying SRTM or the CGIAR-CSI void-filled DEM value. RTK 

data lying within a specific DEM pixel were averaged and this average was then 

used for subsequent comparison with the respective pixel values of the DEM. Where 

a survey line coincided with both void-free and void-filled data, the survey line was 

separated accordingly and analysed individually. 

The elevation residuals, i.e. the difference between RTK and DEM data, are 

analysed by calculating a number of statistics (DMA, 1991; Wechsler and Kroll, 

2006) which quantify various aspects of elevation accuracy. They are summarised in 

Table 1. 

RESULTS
Two seismic lines were surveyed in area NC145 (Fig. 2a) in order to obtain adequate 

cross sections of the topography. Line 1 was approximately 211 km in length, with 

more than 14,000 RTK observations, recorded at 15 m intervals. The transect 

traversed over a varied topography with the terrain made up of stone covered plains, 

relatively low sand dunes, wadis, and dry ephemeral lakes. No large elevation 

changes were present. Apart from small sand dunes, the topography is made up of 

relatively hard surface geology. Transect Line 2 has a length of about 81 km with 

circa 5,400 RTK observations and intersects Line 1 perpendicularly (Fig. 2a). Very 

similar terrain features were encountered along this transect. 

The height observations of both lines coincide with void-free SRTM Level 2 data. 

The residuals between RTK and SRTM data are small. The RMSE values for Line 1 

and 2 are 1.5 m and 1.3 m, respectively. Bias, average relative absolute difference 

(ARAD), and standard deviation (STD) indicate little systematic error and high 

precision. A summary of all accuracy estimators is presented in Table 2. With 

r > 0.99, both lines exhibit a very strong positive correlation. The scatter-plots for 

both lines are presented on Figure 3a, b. 

The second study site, Area 124 (Fig. 2b), is a mixture of stony gravel plains, solitary 

linear dunes on stony plains, and complex sand dunes with sandy intra-dune open 
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areas. The geomorphology is relatively uniform in north-south direction. Distinct 

landscape variations occur mainly along an east-west axis. The western part of the 

area is dominated by a flat, low-lying, gravel-covered plain, with frequent patches of 

palaeo-lake deposits. To the east, a transition zone is located comprising of distinct 

lines of simple linear sand dunes with sinuous ridges, oriented in northeast-

southwest direction. In this transition zone, the area between dunes is comprised of 

flat, yet undulating gravel plains, with linear sand dunes becoming more frequent and 

more condensed towards the east. The eastern edge of Area 124 is characterised by 

higher and more complex dune systems. The dunes no longer form a mound with a 

single sinuous ridge but are comprised of sand ridges that are from 1 to 3 km wide. 

These ridges are characterised with a distinct central crest comprising of a dense 

network of smaller dune crests on both sides of the main and highest crest line. 

Approximately two thirds of SRTM voids were encountered in this distinct landscape 

feature.

Four transect lines have been surveyed in Area 124 (Fig. 2b). Transect Line 1 has a 

length of 28 km and is aligned in southwest-northeast direction. Line 1 was located in 

the flat sand/gravel plain with very few undulations in the topography here. Line 1 is 

the only survey that does not coincide with SRTM data voids. Conversely, Lines 2 to 

4 overlap with both original SRTM DEM data and filled data voids. Line 1 can hence 

serve as site-internal benchmark. 

The analysis of Line 1 resulted in a RMSE of 3.8 m. Most of the error appears to be 

random, as evident from the standard deviation of 3.7 m and the marginal bias of 

-0.2 m. However, the correlation between RTK and SRTM data is not strong 

(r = 0.45) and the associated scatter plot displays considerable spread (Fig. 3c). 

Line 2 has a length of 22 km and is located further eastwards, approximately parallel 

to Line 1, and traversed a large void of approximately 71 km2 which is heavily 

populated by a dense field of small linear sand dunes, ranging in height from 10 to 

30 m. The southern part of the transect traversed over a flat sand gravel plain with 

few undulations and no evident voids in the DEM underlay. The non-void part of the 

DEM data coinciding with the RTK line has an overall accuracy of 4.3 m, with a 

relative bias of 0.8%. This slight positive bias of the non-void data compares with a 

70 International Journal of Ecology & Development 



negative relative bias of -1.2% of void-filled elevation. The overall RMSE of the void-

filled data is 6.5 m. 

Both RMSE are still within the accuracy specifications set by NIMA. Yet, the 

correlation between field-based RTK data and DEM data is weak, as demonstrated 

by the scatter plots (Fig. 3d, e). The non-void data has a Pearson’s correlation 

coefficient of r = 0.45. The void-filled DEM data correlates even weaker with a 

coefficient of r = -0.27 (Table 2). 

Transect Line 3 in Area 124 passed through the same large void encountered by 

Line 2 but at an approximately right angle in east-west direction (Fig. 2b). 

Additionally, this transect also traversed a long linear sand dune ridge running at a 

northeast to southwest azimuth. Undulations with a magnitude of 20 to 30 m in 

height were common near the sand dune ridge. A large number of smaller voids in 

the SRTM dataset are evident and are directly related to the undulations and 

complexity of the dunes. In contrast to other lines, the accuracy between non-void 

and void-filled DEM data for Line 3 is very similar. Both have a slight negative bias, 

and an RRMSE of approximately 4.3%. The correlation with RTK data is also very 

similar and with r ~ 0.6 (Table 2) better than in Lines 1 and 2. 

Transect Line 4 in Area 124 was surveyed in the south-eastern region of this study 

site and was approximately 60 km long, commencing from an undulating gravel plain 

in the western section, then crossing and eventually terminating over large complex 

sand dune formations in the eastern part of the area (Fig. 2b). These dunes form the 

southern flank of the Calanscio Sand Sea. The latter section is dominated with large 

linear sand dune ridges and is represented by large voids in the SRTM data. 

Similar to Line 3, the performance of non-void and void-filled DEM data is only 

marginally different. Non-void data appears to mildly overestimate elevation whereas 

void-filled areas seem to systematically under-predict height. The RMSE for void-free 

data is 4.3 m and for void filled data 7.3 m. This, compared to the other transect lines 

in Area 124, lower accuracy in RMSE terms is contrasted by a higher statistical 

correlation with the RTK ground data. The void-filled data has a correlation of 

r = 0.83 and the void-free data r = 0.97 (Table 2). With this, Line 4 has the highest 
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correlation of all four transects in Area 124. 

The third study site is labelled NC32B (Fig. 2c) and located within the southeastern 

section of the Sirte Basin, approximately 120 km north of Area 124. The region is 

composed of three distinct types of landscape: soft sand gravel plains in the eastern 

part, solitary linear dunes on gravel plains in the centre, and large complex sand 

dunes with sandy intra-dune open areas in the west. The sand dunes range up to a 

hundred metres in height and are the start of the western flank of the Great Sand 

Seas, stretching for hundreds of kilometres across the international border into 

Egypt. The dunes structure becomes increasingly more complex while ridges 

maintain a general north-south alignment. 

The survey in NC32B was conducted in the central-north part of the study area and 

compiled during the acquisition of a 3D seismic program. The grid design consisted 

of 240 m line spacing with a station interval of 40 m between each GPS recording. 

The RMSE for void-free SRTM DEM pixel is 4.3 m and has no bias. The void-filled 

DEM data has a large RMSE of 14.4 m, meaning that the absolute vertical accuracy 

requirement of 16 m (LE90) set by NIMA is significantly exceeded for this transect. 

The overall accuracy is affected by both significant bias (-5.5 m) and large random 

error (STD = 13.3 m). Despite the high error, there is still a relatively strong 

correlation (r = 0.73) between void-filled DEM data and RTK field data. An even 

stronger correlation is measured for non-void SRTM (r = 0.97) data (Table 2). 

DISCUSSION 
Three transect lines coincide with void-free SRTM data and hence can serve as a 

measure of SRTM accuracy. The other four transect lines overlap with both void-free 

SRTM data and SRTM-voids. These sections provide also the opportunity to assess 

the accuracy of the void-filling process undertaken by CGIAR-CSI. 

The accuracy of SRTM data assessed by RTK survey data lies within the range of 

1.3 – 5.2 m. This is in general agreement with Rodriguez et al. (2006) who specify 

the SRTM Level 2 LE90 error for the whole African continent with approximately 6 m. 

It is apparent that the performance of SRTM data varies with landscape type. The 
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surveys in area NC145 resulted in the smallest RMSE of approximate 1.3 m. The 

dominant landscapes in NC145 are relatively flat stony plains with interceptions of 

small dunes. Area 124 and NC32B on the other hand are environments comprised to 

a large part of extensive undulating sand dune fields. SRTM data in this 

geomorphological setting have a RMSE of 4–5 m. More striking is the difference in 

respect to correlation with RTK ground data. NC145 SRTM elevation data reaches 

r = 0.99 whereas in Area 124 the coefficient can be as low as 0.45. This suggests 

that dune fields do not only due to their morphology and low CDC cause frequent 

SRTM data voids but also experience decreased accuracy if elevation data is 

recorded. This confirms earlier findings that dune fields are difficult to image by 

Radar (Blom, 1987; Abdelsalam et al., 2000). 

The performance of the CGIAR-CSI void-filling algorithm in Area 124 appears to be 

acceptable. In all transects, the NIMA accuracy standard of 16 m (LE90) is met. In 

transect Line 3, the RMSE and correlation of void-filled data is even better than in 

existing SRTM data of that survey. In other transects, the accuracy difference 

between non-void and void-filled data remains in the range of 2–3 m RMSE. 

A different picture is painted by the results from the study site NC32B. Here, the 

void-filled data is failing the 16 m LE90 standard, whereas the existing SRTM data 

has a RMSE of only 4 m. Site NC32B is mainly composed of extensive dune fields 

with strongly undulating topography. Figure 4 shows a comparison of a height profile 

measured in such a dune field and the respective profile created by void-filling 

interpolation. It can be seen that significant elevation change is taking place over a 

small distances. This elevation variance is lost in the void-filled DEM, which is based 

on data points with 1-km spacing. Due to the absence of sufficiently resolved ground 

data, the interpolation is not able to reproduce characteristic height patterns but 

instead produces an over-smoothed surface. 

The direction of the transect lines appears to be of importance in some of the 

surveys. In the study site NC145, mainly composed of flat gravel plains, no 

significant influence in survey direction is apparent, although Line 1 and 2 are 

aligned in right angle to each other. However, a marked difference appears to exist 

in Area 124, particularly in the measured correlation of DEM data with RTK ground-
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reference elevation. This is the case for both void-free and void-filled DEM data. 

Lines in N-S alignment have much lower correlation than those in E-W direction. The 

general N-S alignment of landscape features, including dune fields, apparently has a 

negative impact on both SRTM performance and void-filling. This is in 

correspondence with findings of Falorni et al. (2005) suggested that the side-looking 

geometry of the Shuttle Radar was sensitive to the orientation of landscape features. 

Finally, there is an interesting discrepancy in the information provided by different 

accuracy estimators. Using the RMSE as benchmark, the void-filled part of NC23B 

survey is performing worst. Despite the large RMSE (14 m), the DEM has a still a 

relatively strong correlation (r = 0.73) with RTK data. This is much better compared 

to most of the surveys in Area 124. In the worst case (Line 2 void-filled), r is as low 

as 0.27, resulting in a coefficient of determination of r2 = 0.07. This means that, 

statistically, only 7% of the variance in the void-filled DEM data is explained by 

variance in RTK data. Yet, the RMSE of that section is 6.5 m and well within the 

LE90 accuracy limit. In addition to this, it should be noted that Line 2 of Area 124 

exhibits the smallest range in elevation of the study (about 20 m), making a RMSE of 

6.5 m much more significant than in areas with ranges of several hundred metres. 

All of the correlation coefficients measured are statistically significant (p < 0.01), but 

this can mainly be attributed to the large sample sizes and resulting high degrees of 

freedom. It also should be noted that many relative RMSE values in Area 124 would 

lead to significantly higher absolute RMSE and a LE90 error beyond 16 m. 

CONCLUSIONS 
Sand dunes appear to have a negative influence on both SRTM data completeness 

and data accuracy. The void-filling procedure applied by CGIAR-CSI seems to 

produce acceptable data in arid areas of hard surface geology. However, it is of 

limited use for areas where extensive dune fields cause large data voids. The high-

frequency undulation of these dune fields cannot be reproduced by the interpolation 

procedure that is utilising input data with 1-km spacing. 

Little can be said in this respect about how important is the CGIAR-CSI’s underlying 

algorithm, which stems from a hydrological context and always produces 
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hydrological sound elevation surface, even in the case of landscape types that are 

dominantly shaped by aeolean processes as in the Sahara. 

Still, it can be concluded that input information with spacing of 1 km, as in the case of 

CGISAR-CSI interpolation, appears to be not sufficient to reproduce the topography 

of large sand dunes. It seems hence necessary to explore alternative void-filling 

methods for such areas, including the use of elevation data derived from alternative 

sources such as the Advanced Spaceborne Thermal Emission and Reflection 

Radiometer (ASTER) which has a 30 m spacing (Obrock and Guth, 2005). However, 

it should be noted that the global coverage of ASTER DEMs is incomplete. In 

addition to this, ASTER DEMs often exhibit significant horizontal and vertical offsets 

and require alignment with SRTM data. 
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Table 1. Statistics applied for quantification of DEM accuracy. 
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iẑ is the elevation value of the SRTM or void-filled DEM pixel, zi is the respective 
RTK elevation, and N is the number of observations. 

Table 2. Accuracy statistics of individual transect lines. 

Transect N Bias
(m)

RBias
(%)

ARAD
(%)

STD
(m)

RMSE
(m)

RRMSE
(%) r

NC145         
Line 1 non-void 14125 -0.7 2 1.5 1.3 1.5 2 0.99 
Line 2 non-void 5411 -0.7 0.9 1.3 1.1 1.3 1.7 0.99 

Area 124         
Line 1 non-void 2776 -0.2 0.1 2 3.7 3.8 3.2 0.45 
Line 2 non-void 1037 0.9 0.8 2.9 4.2 4.3 3.8 0.45 
Line 2 void-filled 1182 -1.5 -1.2 4 6.3 6.5 5.5 -0.27
Line 3 non-void 1526 -0.4 -0.2 3.1 5.1 5.2 4.4 0.63 
Line 3 void-filled 666 -0.9 -0.7 3.3 4.8 4.9 4.2 0.61 
Line 4 non-void 3902 0.8 0.5 1.8 4.3 4.3 2.5 0.97 
Line 4 void-filled 2016 -0.3 0 3.1 7.3 7.3 3.9 0.83 

NC32B         
Non-void 6294 -0.1 0 2.5 4.3 4.3 3.2 0.97 
Void-filled 6006 -5.5 -4 6.8 13.3 14.4 10 0.73 
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Fig. 3. Scatterplots of RTK measurements: (a) NC 145 Line 1 vs non-void SRTM; (b) 
NC 145 Line 2 vs non-void SRTM; (c) Area 124 Line 1 vs non-void SRTM; (d) Area 
124 Line 2 vs non-void SRTM; (e) Area 124 Line 2 vs void-filled SRTM; (f) Area 124 
Line 3 vs non-void SRTM; (g) Area 124 Line 3 vs void-filled SRTM; 
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Fig. 3 (cont.): (h) Area 124 Line 4 vs non-void SRTM; (i) Area 124 Line 4 vs void-
filled SRTM; (j) NC32B vs non-void SRTM; and (k) NC32B vs void-filled SRTM. 

(a)

(b)
Fig. 4. Comparison of elevations of void-filled DEM data (a), and corresponding 
average of RTK measurements for respective 90 m cells (b) in the study site NC32B. 
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ABSTRACT 
Singular Spectrum Analysis (SSA) has been approved as a model-free technique to 
analyse time series. SSA can solve different problems such as decomposition into a 
sum of trend, periodicities, and noise, smoothing, and others. In this paper, we 
validate abilities of 2D-SSA (the extension of SSA to analyse two-dimensional scalar 
fields) to treat digital terrain models (DTMs). The study is exemplified by a 30-arc-
second digital elevation model of a part of South America derived from GTOPO30. 
Results demonstrate that 2D-SSA is an efficient method to denoise and generalise 
DTMs. It can be also used to decompose a topographic surface into components of 
continental, regional, and local scales. 

Keywords: Digital Elevation Model, Singular Spectrum Analysis, Image Processing, Filtering, 
Periodicity, Noise.
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INTRODUCTION
A surface can be viewed as a sum of surfaces. This triviality forms the basis to solve 

a variety of problems using digital terrain analysis. The best-known tasks follow: 

(1) separating topographic components of different scales; (2) denoising digital 

terrain models (DTMs); and (c) generalising DTMs, that is, removing non-noise high-

frequency components from DTMs. 
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These tasks are usually attacked by multiple regressions (Chorley and Huggett, 

1965; Tobler, 1969), weighted moving averages (Tobler, 1969), Fourier analysis 

(Rudy, 1989), Kalman filtering (Gallant, 2006), and isobase mapping (Grohmann et 

al., 2007). In this paper, we report the first results of evaluation of two-dimensional 

Singular Spectrum Analysis (2D-SSA) as a tool to denoise and generalise DTMs and 

to separate continental, regional, and local components of topography. 

SSA was originated as a model-free technique to analyse one-dimensional time 

series (Elsner and Tsonis, 1996; Danilov and Zhigljavsky, 1997; Golyandina et al., 

2001). The SSA can be used to decompose a time series into a sum of trend, 

oscillations, and noise, to detect periodicities, to smooth and denoise signals, to 

forecast time series, and to impute missing data (GistaT Group, 1997-2007). 

There are multidimensional extensions of SSA. Multichannel SSA (MSSA) is 

intended to analyse simultaneously a set of time series with common features 

(Elsner and Tsonis, 1996; Danilov and Zhigljavsky, 1997; Golyandina and Stepanov, 

2005). MSSA can be applied to 2D scalar fields if one dimension is considered as 

time. The 2D-SSA was specially designed to process 2D scalar fields (Danilov and 

Zhigljavsky, 1997). Unlike MSSA, 2D-SSA is invariant regarding field rotation. 2D-

SSA shares common traits with 2D-ESPRIT (Rouquette and Najim, 2001) applied to 

a specific problem of estimation of frequencies and damping factors. 

2D-SSA ALGORITHM 

Let us consider a 2D discrete field & ' ' � ' ' � �{1 } {1 }r cf … N … N  given by a matrix 

' ' '	 �
� �' ' '� �� (
� �
� �

' ' '� �

� � � �

(11) (1 2) (1 )
(2 1) (2 2) (2 )

F

( 1) ( 2) ( )

c

c

r r r c

f f … f N
f f … f N

f N f N … f N N

 (1) 

Algorithm parameters are window sizes ( , )r cL L , where ) )1 r rL N , ) )1 c cL N ,

� �1 r c r cL L N N . Set � � �1r r rK N L  and � � �1c c cK N L . The algorithm includes two 

stages, decomposition and reconstruction, each of them consists of two steps (see 

details on matrix calculus elsewhere – Magnus and Neudecker, 1999, Chapter 1). 
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Decomposition
Embedding 

The first step consists in the construction of the trajectory matrix of the field F  by 

moving �r cL L -windows. In the 1D case, one transforms a 1D object into a 2D matrix 

(Golyandina et al., 2001). Here, we embed a 2D object into a four-dimensional 

space. To flatten the 4D object, we transform moving windows 

'

' ' � ' � �	 �
� �� ' � ' � � ' � �� �� '
� �
� �

� � ' � � ' � � � ' � �� �

� � � �

( ) ( 1) ( 1)
( 1 ) ( 1 1) ( 1 1)

F

( 1 ) ( 1 1) ( 1 1)

c

c
i j

r r r c

f i j f i j … f i j L
f i j f i j … f i j L

f i L j f i L j … f i L j L

 (2) 

where ) )1 ri K , ) )1 cj K , to columns of the flattened trajectory matrix W  ( 'Fi j

transfers to the ( � �( 1) ri j K )th column). For example, if � � 2r cL L , then the window 

' '	 �
� �' '� �

(11) (1 2)
(2 1) (2 2)

f f
f f

 (3) 

is transformed into the first column T( (11) (2 1) (1 2) (2 2))f f f f' ' ' ' ' ' ' .

It is appropriate to use vectorising and matricizing operations: for a �M N -matrix B ,

*�vec MNB  is the vector constructed from stacked columns of B . If we fix matrix 

sizes M  and N , then '( )M N -matricizing will be opposite to vectorising: 

�matr vecB B . Thus, the trajectory matrix W  of the field F  consists of r cK K

columns 'vecFi j , ) )1 ri K , ) )1 cj K . Furthermore, the matrix W  of the size 

�r c r cL L K K  can be presented in a more structured form: 

	 �
� �
� �
� �
� �
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H H H
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H H H
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where

' ' '	 �
� �' ' � '� �� (
� �
� �

' � ' '� �
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(1 ) (2 ) ( )
(2 ) (3 ) ( 1 )

( ) ( 1 ) ( )

r

r
i

r r r

f i f i … f K i
f i f i … f K i

f L i f L i … f N i

H  (5) 

The matrix W  has the block-Hankel structure with the same blocks along secondary 
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diagonals. Each block iH  is Hankel itself: it is the trajectory matrix of the 1D series 

+'( )f i  (the i th column of the initial field F ). The matrix W  will be further called the 

block-Hankel trajectory matrix of the field F . Note that there is the one-to-one 

correspondence between �r cN N  fields and block-Hankel matrices with �r rL K

Hankel blocks. 

Singular value decomposition 

This step is a singular value decomposition of the block-Hankel trajectory matrix: 

,
� �

� � '� � T

1 1

d d

i i i i
i i

U VW W  (6) 

where , ,' '1 d…  are non-zero eigenvalues of the matrix TWW  arranged in decreasing 

order of magnitudes (, , ,� � � -1 2 0d… ), ' ' ' *�1{ } r cL L
d iU … U U , is the 

corresponding orthonormal system of the eigenvectors, and ' ' ' *�1{ } r cK K
d iV … V V , is 

the orthonormal system of the corresponding factor vectors

,� (.T
i i iV UW  (7) 

By analogue with principal component analysis, the vectors ,i iV  are called principal 

component vectors. They are conveniently considered as matrices: the '( )r cL L -

matricizing of an eigenvector is called an eigenfield, the '( )r cK K -matricizing of a 

factor vector is called a factor field, and the '( )r cK K -matricizing of a vector of 

principal components is called a principal component field. A set of square root of ith

eigenvalue, ith eigenfield, and ith factor field is called ith eigentriple (ET). 

Reconstruction
Grouping

This step consists in grouping of addends in the decomposition (Eq. 6), that is, the 

corresponding eigentriples. Let us divide the set ' '{1 }… d  into m disjoint subsets 

/ ' ' /1 m… . Summing iW , */ki , we come to the expansion 

/
�

� �
1

.
k

m

k
W W  (8) 
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Averaging

Grouped matrices /k
W  do not necessarily have block-Hankel form. Therefore, one 

needs an additional step to transfer the decomposition (Eq. 8) of the block-Hankel 

trajectory matrix W  into a decomposition of the initial field F . This can be done by 

the orthogonal projection (in Frobenious norm) of the matrices /k
W  on the set of 

block-Hankel matrix with Hankel blocks, like Eq. 4. After projection, we obtain 

�

� '� �
1

m

k
k

W W  (9) 

where � kW , � ' '1k … m , have a form of Eq. 4. Using the one-to-one correspondence 

between block-Hankel trajectory matrices and 2D fields, we come to the final 

decomposition of the initial field: 

�
�

� (�
1

F F
m

k
k

 (10) 

Let us discuss the projection algorithm in details. Consider one of components of the 

decomposition (Eq. 8): 
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where 'Wi j  are �r rL K  blocks. The projection is equivalent to two sequential 

averaging procedures: ‘within block’ hankelization and ‘between blocks’ one. 

1. ‘Within block’ hankelization. Averaging '( )k l -entries of 'Wi j  with � �k l s , where 

) )1 rs N , we obtain the Hankel matrices. Thus, we have a matrix with Hankel 

blocks:

11 1 2 1
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W W W

W W W

W WW
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 (12) 

2. ‘Between blocks’ hankelization. The matrix /0W  can be considered as a matrix of 
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blocks. Therefore, hankelization by blocks lies in averaging of the blocks Wi j'0 ,

� �i j s , where ) )1 cs N . The final form is block-Hankel with Hankel blocks: 
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Notice that operations 1 and 2 are permutable. 

Comments
The result of the method consists in a decomposition of the initial field into a sum of 

components. It is expected that if the field F  is a sum of a smooth surface, 

oscillations, and noise, so there exists such a grouping that the resultant 

decomposition (Eq. 10) is close to the initial field decomposition. This gives an 

opportunity for smoothing, denoising, removing periodic noise, etc. 

Rules to select 2D-SSA parameters are mostly similar to the 1D case (Golyandina et 

al., 2001). In particular, small window sizes produce adaptive smoothing. The most 

detailed decomposition and the better separation of the field components can be 

obtained if window sizes are close to ( . ' .2 2r cN N ). However, the use of big window 

sizes can lead to the mixing problem caused by too detailed decomposition of 

components. Calculation cost can set additional restrictions on parameters, as one 

should find eigenvectors and eigenvalues of a large matrix �r c r cL L L L .

At the grouping step, selection of ET in Eq. 6 for the grouping stems from the fact 

that eigenfields and factor fields are similar to the component of F , which generates 

them. In particular, smooth surface generates slowly varying factor fields. 

MATERIALS
To validate 2D-SSA, we select a portion of the Northern Andes measuring 4º by 4º, 

located between 2º S and 2º N, and 78º30’ W and 74º30’ W (Fig. 1a). The area 

covers regions of Ecuador, Colombia, and Peru including parts of the coastal plain, 

the Andean range, and the Upper Amazon basin. 
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A digital elevation model (DEM) of the study area was extracted from GTOPO30, the 

30 arc-seconds gridded global DEM (U.S. Geological Survey, 1996). The DEM 

measures 480 columns by 481 rows (viz., 230,880 points). It has a grid size of 30” 

(about 925 m). Elevation ranges from 5 m to 6085 m (Fig. 1b). 

We selected this area and GTOPO30 on two counts. First, it is well known that this 

DEM incorporates a high-frequency noise caused by interpolation errors and 

inaccurate merging of topographic charts marked by different accuracy. Spatial 

distribution of noise in these DEMs is uneven and depends on the accuracy of 

cartographic sources. In particular, the potent noise is typical for forested regions of 

Africa and South America because reasonably detailed and accurate topographic 

data were unavailable for such regions. Thus, the interpolation of sparse contours 

has been used to compile these portions of GTOPO30. Although DEM noise is no 

obstacle to produce realistic maps of elevation, it leads to derivation of noisy and 

unreadable maps of secondary topographic variables (e.g., curvatures). This is 

because their derivation is based on the calculation of the first and second partial 

derivatives of elevation that increases dramatically the noise (Florinsky, 2002). The 

study area, consisting of two main zones – high mountains and forested foothills –  

marked by different signal-to-noise ratio, is ideally suited for validating 2D-SSA as a 

tool to denoise DEMs. Second, the use of this DEM allows us to test possibilities of 

2D-SSA to decompose a topographic surface into components of different scales 

under complex geomorphic conditions. 

DATA PROCESSING 
To reduce the huge range of elevations (6080 m), the initial DEM was transformed 

by taking the natural logarithm. Logarithmic DEMs were used in the further 

processing and mapping. We did not interpolate or smooth DTMs. 

Using the window size of 30 by 30, the initial DEM was decomposed into 900 

eigentriples (Fig. 2). We evaluated various combinations of eigentriples to 

reconstruct DEMs. Finally, the best variants were selected. To denoise the DEM, a 

DEM was reconstructed from the ET 1-100. To exemplify DTM generalisation, two 

DEMs were reconstructed from the ET 1-50 and 1-25. To separate continental, 
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regional, and local components of topography, six DEMs were reconstructed from 

the ET 1, 2, 3, 2-3, 4-25, and 51-100. To visualise a noise component of GTOPO30, 

a DEM was reconstructed from the ET 101-900. DEM processing was done by 

software 2D-SSA version 1.2 (© K. Usevich and N. Golyandina, 2005-2007). 

Horizontal curvature (kh), one of the most important topographic attributes, was 

derived from the initial and reconstructed DEMs by the method designed for 

spheroidal trapezoidal grids (Florinsky, 1998). kh values were also transformed: 

� � )101ln(sign 8'
hhh kkk �+� . (14) 

To clarify an effect of denoising and generalisation, we mapped kh stratifying its 

values into two levels: kh > 0 and kh < 0 (areas of flow divergence and convergence, 

correspondingly). For the binary mapping, it does not matter whether kh was derived 

from a DEM or logarithmic DEM: map patterns are near-identical. 

DTMs produced had a grid size of 30”. The plate carrée projection was used for 

mapping. Calculations and mapping were done with LandLord 4.0 (Florinsky et al., 

1995). Statistical characteristics of the initial and reconstructed DTMs were 

compared with Statgraphics Plus 3.0 (© Statistical Graphics Corp., 1994-1997). 

RESULTS AND DISCUSSION 
A visual comparison of elevation maps derived from the initial DEM (Fig. 3a) and two 

DEMs reconstructed from the ET 1-100 (Fig. 3b) and 1-50 (Fig. 3c) allows one to see 

nothing but marginal changes in image patterns. A cursory examination may lead to 

an underestimation of results of the DEM denoising and generalisation. kh maps give 

better insight into the results. Indeed, typical manifestation of interpolation errors – 

‘tracks’ of contours (Florinsky, 2002) – can be found on the kh map derived from the 

initial DEM (Fig. 3d). These tracks are typical for the Andean foothills covered by 

dense rain forests. It is hardly probable that this map may be used for any 

application. However, there are no error tracks on kh maps derived from DEMs 

reconstructed from the ET 1-100 (Fig. 3e) and 1-50 (Fig. 3f). One can see so-called 

flow structures formed by convergence and divergence areas (black and white image 

patterns, correspondingly). These maps may be used for geomorphic and geological 

interpretation. A comparison between kh maps derived from different DEMs (Fig. 3d-
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f) shows a pronounced effect of the map generalisation. The less number of the 

eigentriples used to reconstruct a DEM, the more smooth and simplified image 

patterns obtained. Reducing the number of ET used for DEM reconstruction leads to 

the marked reduction of the range of kh values (Fig. 3d-f) but influences the range of 

elevation values only slightly (Fig. 3a-c). This is also clearly demonstrated by 

quantile-quantile plots (they are not presented for reasons of space). 

A DEM reconstructed from the ET 1 is marked by the highest level of generalisation. 

This DEM represents a generalised morphostructure of the continental scale, the 

Andean Range with foothills (Fig. 4a). Derivation of kh from this DEM allowes us to 

reveal a system of near-NW-SE-striking lineaments (Fig. 4b), which may indicate 

strike-slip faults (Florinsky, 1996). Although there are no structures of this sort in the 

recent database of Quaternary faults (Eguez et al., 2003), this does not attest that 

the lineaments are of erosional origin. First, geology of the Upper Amazon basin is 

poorly known. Second, they may indicate pre-Quaternary structures. Indeed, 

Chebanenko (1964) has described a system of deep-seated faults with the NW-SE 

strike situated to the southeast of the study area (Fig. 1a). The lineaments detected 

may be associated with northwestern extensions of the faults. 

A DEM reconstructed from the ET 2-3 (Fig. 4c) represents landforms probably 

connected with regional tectonic structures. For a DEM reconstructed from the ET 2, 

patterns agree closely with the direction of the Andean range. A DEM reconstructed 

from the ET 3 represents features probably related to the kh lineaments (Fig. 4b). It is 

conceivable that near-NW-SE-striking structures control spatial distribution of river 

valleys of the Upper Amazon basin. A DEM reconstructed from the ET 4-25 (Fig. 4d) 

represents landforms probably associated with geomorphic processes of a regional 

scale. For example, one can see generalised tributary valleys of Amazon River. 

A DEM reconstructed from the ET 51-100 (Fig. 5a) represents high-frequency 

components, which cannot be considered as noise. However, it is impossible to find 

familiar patterns of the drainage network on this map. These components might 

represent topographic manifestation of local geomorphic processes. A DEM 

reconstructed from the ET 101-900 (Fig. 5b) includes the noise inherent in 

GTOPO30 (Fig. 3a). This is precisely the noise, which rendered the kh map derived 
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from the initial DEM (Fig. 3d) unsuitable for applications. Among ‘tracks’ of contours, 

one can see a rectangular feature along the northeastern border of the map (Fig. 

5b). This is a trace of the inaccurate merging of adjacent topographic charts marked 

by different accuracy during the compilation of GTOPO30. This DEM is a residual of 

the initial DEM (Fig. 3a) after the DEM reconstructed from the ET 1-100 (Fig. 3b). 

The DEM reconstructions from the ET 1, 2, 3 and 2-3 may be considered as 

application of low-pass filters to the initial DEM, while the DEM reconstruction from 

the ET 101-900 and 51-100 – as application of high-pass filters. 

CONCLUSIONS 
The results demonstrate that 2D-SSA is a powerful method to denoise DTMs. The 

2D-SSA-based denoising of DEMs leads to extremely fine changes in elevations. 

These changes cannot be captured except by derivation of secondary terrain 

attributes. In fact, 2D-SSA can remove the noise without damage to the signal unlike 

usual smoothing by moving averages. This suggests that 2D-SSA is a method of 

exceptional importance for preliminary treatment of noisy DEMs including global 

ones. This opens the way to utilise noisy DEMs for derivation of important 

topographic variables, such as land surface curvatures. 

2D-SSA can be used to decompose a topographic surface into components of 

continental, regional, and local scales. ET selection to reconstruct topographic 

components of different scales may be marked by non-uniqueness and ambiguity. 

The similar problem arises if a multiple regression or spectral filtering is used to 

extract regional or local components from DEMs. However, the problem is largely 

associated with the qualitative character of scale notions in geomorphology rather 

than with mathematical features of a decomposition technique. Moreover, as in the 

1D case (Golyandina et al., 2001), 2D-SSA provides techniques to identify ET 

appropriate for a particular grouping (this was not used in the study). Finally, 2D-SSA 

is a model-free approach, that is, it does not use a priori assumption or statistical 

hypothesis about DEM structure as contrasted to multiple regressions. 
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Fig. 1. The study area: (a) geographical location and some deep-seated faults 
(Chebanenko, 1964); and (b) elevation map. 

Fig. 2. Principal component fields 1-9 of the DEM decomposition. Percentage 
reflects shares of the corresponding eigentriples in the singular value decomposition 
(Eq. 6). Logarithmic scale is used. 
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Fig. 3. DTM denoising. Elevation maps derived from the initial DEM (a), 
reconstructed from the ET 1-100 (b), and 1-50 (c); kh maps derived from the initial 
DEM (d), the DEM reconstructed from the ET 1-100 (e), and 1-50 (f). 
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Fig. 4. Low-frequency components. Elevation maps reconstructed from the ET 1 (a), 
2-3 (c), and 4-25 (d); (b) kh map derived from the DEM reconstructed from the ET 1. 

Fig. 5. High-frequency components. Elevation maps reconstructed from the ET 51-
100 (a), and 101-900 (b). 
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